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## RESUMO

A validação de dados nos sistemas de informação utiliza majoritariamente algoritmos criptográficos em sistemas que, geralmente, não utilizam materiais não eletrônicos como parte da infraestrutura do criptossistema. Nesse trabalho, foram desenvolvidos dois sistemas de armazenamento e recuperação de dados através da proposta de uma nova tecnologia de códigos de barra colorido bidimensional e de um novo esquema de criptografia visual.

Os códigos de barras bidimensionais têm sido amplamente estudados, mas ainda continuam sem contar com um padrão que consiga transmitir alta quantidade de informação em pequenos espaços impressos. As aplicações desse modelo de transmissão tem como motivação a necessidade de armazenar (e recuperar) uma alta quantidade de informação em pequenas áreas impressas, como por exemplo, para utilização de dados criptográficos que sejam processados sem conexão e armazenados em pequenos espaços impressos, como os de caixas de remédios ou caixas de cigarros. O código de barras colorido 2D proposto nesse trabalho é chamado de High Density 2 Dimensional Code (HD2DC) e possui 8 diferentes tamanhos. O HD2DC permite a utilização de 5 ou 8 cores em cada tamanho e conta com o algoritmo de correção de erro Reed-Solomon com 3 diferentes níveis ( $10 \%$, 20\% e $30 \%$ ). O HD2DC foi desenvolvido com o objetivo de ser um padrão de código de barras colorido 2D para operações de transmissão de grande quantidade de informações em pequenas ou médias áreas de impressão.

Criptografia visual é uma técnica que cifra uma imagem secreta em duas ou mais imagens chave. A decodificação de qualquer esquema de criptografia visual depende do sistema visual humano e a maioria das propostas existentes consideram para a decodificação a utilização da sobreposição de duas ou mais lâminas físicas com $n \times n(n \geq 2)$ pixels expandidos. O esquema de criptografia visual proposto nesse trabalho considera a utilização de duas imagens. A primeira é uma lâmina física feita por uma impressão colorida em Policloreto de Polivinila (PVC) transparente de 3 milímetros, enquanto que a segunda é uma imagem colorida apresentada na tela do visor de um smartphone. Ambas as imagens não geram expansão de pixels. A obtenção das melhores cores utilizadas nesse criptossistema foi realizada através de estudos físicos do comportamento da interferência de cor entre a tela do smartphone e a cor utilizada na impressão do PVC transparente. Essa nova proposta possui um alto nível de usabilidade para validação de dados em transações eletrônicas e conta com um custo muito baixo de implementação.

Um sistema robusto de validação de dados é criado quando é combinada a criptografia visual proposta com o HD2DC. O HD2DC tem a capacidade de armazenar uma das imagens chave, no caso a que deve ser mostrada no visor do celular, essa arquitetura de codificação aumenta a percepção de segurança e explora a usabilidade do celular por meio da utilização da câmera e da tela como ferramentas para mostrar a imagem cifrada da criptografia visual.

Palavras-Chave: HD2DCC, Códigos de barra 2D Coloridos, Criptografia Visual, Compartilhamento Visual Secreto.


#### Abstract

Digital data validation generally requires that algorithms are ran into on cryptographic systems that, usually, do not use non-electronic devices as part of their information security infrastructure. This work presents two information storage and retrieval systems: a new colored two-dimensional barcode technology and a novel visual cryptography scheme.

Two-dimensional barcodes have been a topic of research for several decades, but there is still no standard that stores and retrieves high amounts of data. Recently, new requirements have been imposed on applications that use 2D barcodes as a communication channel, such as the capability of storing information into a small printed area. This particular requirement is specially important for 2 D barcodes that store cryptographic primitives to be processed off-line. This is the case of barcodes in products like cigarettes and medicines, which are used for data validation and product verification. The proposed 2D colored barcode is called High Density Two-Dimensional Code (HD2DC) and is currently one of the 2D barcodes with the highest data density. HD2DC can be generated in 8 different sizes, with 5 or 8 colors. To increase robustness, the system uses a Reed-Solomon error correction algorithm with 3 different levels: Low, Medium and High, which provide approximately $10 \%, 20 \%$ and $30 \%$ error correction, respectively.

Visual cryptography (VC) is a technique that encodes the content of a secret image into two or more images, which are called shares. These shares are printed on transparencies and superimposed (requiring a good alignment) to reveal (visually) the original secret image, i.e. without requiring any computation. Current visual cryptography schemes use at least 2 shares (transparencies) as keys. With respect to the secret image size, most of these schemes produce a $n \times n$ ( $n \geq 2$ ) size expansion of the shares and the decoded image. The proposed Visual Cryptography scheme, on the other hand, uses two shares and does not require a size expansion. The first share is a colored film printed on a Polyvinyl Chloride (PVC) surface of 3 millimeters, while the second share is a colored image displayed on a smartphone or tablet. In this work, we performed a physical evaluation of the color interference properties of these two shares (the printed PVC transparency and the image displayed on the mobile device) to find the most adequate color space to be used in the proposed cryptosystem.

We also propose a strong validation system combining our Xor-Based Visual Cryptography scheme with HD2DC. HD2DC has the capability of storing the share that is shown on the mobile device display. This encoding architecture enhances security perception and explores the mobile device usability, using its screen to display a Visual Cryptography share.


Keywords: HD2DCC, Color 2D barcode, Visual cryptography. Visual secret sharing
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## 1 INTRODUCTION

Nowadays, smartphones are the top-selling electronic devices by far in consumer electronics market. Based on Gartner's report, cellphones and tablets sales surpassed one billion units in 2014 [10]. Most smartphones have a camera that is capable, among other things, of decoding barcodes. Also, high-end smartphones have a high resolution display screen with current models providing up to 4 K pixel resolution, which is capable of reproducing colored pixels with a high precision level.

According to Gartner IT Glossary, mobile payments are transactions accomplished within a mobile phone and payment instruments that include cash, bank account, or debit/credit card. Data is processed through Stored Value Accounts, such as transport card, gift card, Paypal or mobile wallet [11]. By 2018, more than 50 percent of electronic devices customers will use a tablet or a smartphone for all online activities, this includes e-commerce and Internet banking. In emerging economies, users are adopting smartphones as their exclusive devices while in developed economies, multi-device households are becoming the norm [12].

### 1.1 PROBLEM STATEMENT

In the first semester of 2016, there were R $\$ 685$ millions (approximately equivalent to US $\$ 207$ millions) in loss due to electronic frauds in Brazil. This represents an increase of around $36 \%$ when compared to the first semester of 2010 [13]. Also in 2016, according to the Brazilian Banking Federation (FEBRABAN), there was a record number of system invasions or electronic frauds in banking systems. Most invasions are consequences of Man-in-the-Middle (MitM) attacks, which are one of the most common attacks to information security systems [14-17]. Most cryptosystems generally focus on the algorithm networking functionality and, usually, do not take into account the way users interact with the digital system.

Most of current e-commerce applications rely on login and password authentications, which can be easily stolen in real-world scenarios. Generally, authentication and data validation are processed using algorithms, without the use of a physical (non-electronic) device, which reduces the security perception level at the user side. Cryptographic software (encryption algorithms, hash functions, etc) or hardware run their algorithms in a way such that users do not understand how the cryptographic primitives work. But, the notion of trust is strongly associated with the perception of security [18] and it is considered an important characteristic of the usability of the human-machine interfaces.

Some cryptosystems use physical-electronic devices as part of their solutions for transaction authentication. Examples of such devices include Transaction Authentication Number cards (TANs), secure tokens, and mobile communication devices. These technologies are robust enough
for authentication purposes in e-commerce applications, but they are vulnerable to attacks to their physical electronic structure. Unfortunately, statistics show that frauds in these devices, caused by attacks at the user side, grow every year [19].

Monochromatic and colored 2D barcodes can also be used in cryptosystems. Among barcodes, the Quick Response Code (QR Code) [20] is the most used one [21-24]. Two-dimensional barcodes generally carry short cryptographic primitives (in bits), which are decoded to access data in a server. To increase the amount of data stored in a QR Code, it is necessary to use larger versions of QR Code. Because of problems of image size and misalignments [25, 26], these QR Codes are not easily decoded by existing Android and iOS applications. Therefore, currently available 2D barcodes are not reliable for high density information retrieval.

As mentioned earlier, in cryptography, the perception of security is also associated to the notion of 'trust'. Most people agree that e-commerce can only become a success if the general public trusts the virtual environment [19]. Therefore, the perception of security is important for the adoption of new systems. In systems that use physical tools as part of coding and decoding processes, the perception of security is high due to factors like experience, perception, intuition, and reasoning [19].

Another interesting method for data validation is Visual Cryptography, which is a technology that allows users to decode concealed images without the use of any computation or software. The user visually decodes the concealed image by superimposing two or more printed images called shares. Most Visual Cryptography schemes increase the image pixel size to allow visual decryption, this technique is known as pixel expansion. A pixel expansion is performed with at least $n \times n(n \geq 2)$ pixels, for each of the 2 or more shares. In other words, to create the shares, the encoding algorithms expand the representation of the secret (concealed) images in the shares and, consequently, of the decoded secret image. Pixel expansion restricts the usability of Visual Cryptography in real scenarios because of the large image sizes necessary to transmit information and the poor visual quality.

Using mobile screens, as one share, and printed transparencies, as a second (or third) share, makes it possible to merge digital-mobile communication tools and non-electronic devices for data validation. This approach increases the perception of security. It is worth pointing out that current Visual Cryptography schemes use two or more transparencies as shares and require a pixel expansion. Therefore, these methods generate images with low quality, which are far from ideal for mobile security applications.

### 1.2 PROPOSED APPROACH

Considering the preceding discussion, in this work we develop two data validation systems. The first is a new 2D-colored barcode standard called High Density Two Dimensional Code (HD2DC). This proposed 2D barcode can be used as main tool of an off-line information re-
trieval system, which uses a printed or screen-displayed 2D barcode. HD2DC is a standard with 8 versions. The first version has $30 \times 30$ modules and, for each version, the module size increases by $10 \times 10$. Version 8 has $100 \times 100$ modules. Also, each version can be generated with 5 or 8 colors and three error correction levels: Low, Medium and High.

In its highest version, with the lowest error correction level, and a printed area of $2 \mathrm{~cm} \times 2 \mathrm{~cm}$, HD2DC is able to transmit 2,906 bytes. This maximum storage capacity is close to a QR Code version 40, which counts with $177 \times 177$ modules and carries 2,953 information Bytes [27]. The main difference between HD2DC and QR Code is that the QR Code requires a much larger printed area in order to be correctly decoded [25, 26], i.e. HD2DC requires only $31.92 \%$ the printed area required by a QR Code to store the same information. Additionally, HD2DC is robust to JPEG, JPEG2000, and H.264/AVC compressions. The HD2DC prototype was implemented in a Matlab programming environment. Up to our knowledge, the proposed 2D-barcode is currently the barcode with the highest data density (bytes $/ \mathrm{in}^{2}$ ) in the literature.

The second system proposed in this work is a Visual Cryptography scheme that does not require a pixel expansion in the coding and decoding steps. The scheme uses a superposition of a colored printed-transparency (share 1) of Polyvinyl Chloride (PVC) on a mobile screen (share 2). An animated version of this Visual Cryptography approach was created, and uses $p>1$ Shares 2 stored into a GIF image sequence, where only one of the $p$ Shares 2 reveals the secret image when superimposed on Share 1. This approach improves the reusability of Share 1. The details of the proposed cryptosystem were chosen according to color spectrum theory, taking into account the measured luminance and color interference of the PVC printed material. Images that compose Shares 1 and 2 are created in a Matlab programming environment. The usage of physical devices, such as 2D barcodes and printed PVC transparencies, increases the user perception of security, which is a fundamental element on the notion of trust and usability of a cryptosystem. Up to our knowledge, the proposed VC scheme is the first real-time Xor-Based (without pixel expansion) VC scheme with only 2 shares.

In order to improve the security perception of the proposed VC scheme, an HD2DC can be used as storage tool for Share 1. A VC validation system is created using the HD2DC as storage and retrieval tool for Share 2, using the 1024-bit Rivest-Shamir-Adleman (RSA) data encryption algorithm. This system allows displaying Share 1 only to users that have access to the HD2DC, its decoding software, and the 1024-bit RSA private key. Since an HD2DC barcode is capable of encoding 2,906 bytes, a $140 \times 140$ image (Share 2) can be decoded scanning an HD2DC barcode. Next, Share 1 can be superimposed to Share 2 on the mobile screen to reveal the secret image.

### 1.3 DOCUMENT OUTLINE

The remainder of this document is organized as follows. Chapter 2 gives a brief introduction to 2D barcodes and Visual Cryptography. Chapter 3 presents the HD2DC structure, coding and
decoding steps, and shows robustness tests on the print-scan scenario and JPEG, JPEG2000 and H.264/AVC algorithms. Chapter 4 describes the proposed Visual Cryptography structure, detailing the generation of shares and the obtained results. The data validation system with HD2DC and the proposed VC scheme is also presented in Chapter 4. Finally, Chapter 5 shows our conclusions.

## 2 BACKGROUND

This Chapter briefly describes the most important characteristics of 2D barcodes and Visual Cryptography technologies present in literature.

### 2.1 TWO-DIMENSIONAL BARCODES

Barcodes are one of the most prevalent automatic identification and information storage technologies. Two-dimensional barcodes are widely used in several applications as optical machinereadable tool on channel transmission mediums. While barcodes store information in one direction (horizontal), two-dimensional barcodes store information in two directions (horizontal and vertical), providing a higher data capacity. When compared to other technologies like radio frequency (RF) tags or chips, two-dimensional barcodes are a cheaper solution for automated data transmission applications. However, 2D-barcode systems need to "see" the code, while RF-based systems do not.

### 2.1.1 QR Code

Among two-dimensional barcode techniques, the QR Code is one of the most popular standards. It was originally proposed in 1994 by the Japanese company Denso Wave Incorporated. In 2005, it was approved as the ISO/IEC 18004 standard [20]. QR Codes are frequently used in advertisements, business cards, storefront displays, t-shirts, letter stamps, movie posters, product labels, information security, etc [22,26,28]. Figure 2.1 (a) shows an example of a QR Code.

The basic component for storing information in a two-dimensional barcode is a module (square or triangle). In the QR Code standard, each module represents a single bit, with a black module storing a bit ' 1 ' and a white module a bit ' 0 ' in the encoding region. Most applications link the stored data to additional on-line server content, thus, the 2D barcode can be used as a tool to obtain a higher data storage capacity.

The QR Code standard has 40 versions. The first version has $21 \times 21$ modules. For each version the size of the modules increases by $4 \times 4$, with version 40 having $171 \times 171$ modules. QR Codes also work with four Reed-Solomon error correction levels: L-7\%, M-15\%, Q-25\% and H-30\% [20]. The redundancy symbols of the error-correction algorithm allow the correction of wrong decoded modules on the image capture process.


Figure 2.1: Examples of 2D barcodes: (a) regular QR Code [1], (b) Microsoft HCCB [2], (c) HCC2D prototype for 4-colorsHCC2D [3] and (d) HCC2D prototype for 8-colors HCC2D [3, 4].

### 2.1.2 HCCB, HCC2D and Per Channel Data Encoding

Recently, two-dimensional barcodes that use colors for improving data storage have been proposed with the goal of increasing the amount of stored bits within the printed area [2, 3, 29, 30]. An example of a two-dimensional barcode with colors is the High Capacity Color Barcode (HCCB) created by Microsoft Corporation [2], shown in Figure 2.1 (b). This type of barcode uses rows of strings with triangular modules and with consecutive rows separated by white lines. In its two versions, HCCB uses four and eight different colors respectively. HCCB is a non-open source software and there is no easily available documentation describing its functionality and its robustness to image compression algorithms and to print-scan processes.

Another example of a two-dimensional barcode is the High Capacity Colored Two Dimensional Code (HCC2D) [3]. This two-dimensional barcode prototype is based on the QR Code standard, using a similar QR Code structure, error-correction algorithm, and data masking process. HCC2D can be created using 4 and 8 colors. Figures 2.1 (c) and (d) show examples of HCC2D for 4 and 8 colors, respectively [3]. HCC2D has a high information storage capacity per printed square inch, which is similar to HCCB and higher than regular QR Codes [3, 4]. Marco Querini and Giuseppe F. Italiano report performance decoding results considering module colors and data density for this 2D colored barcode [4]. In this article, the 2D barcode reaches a data density of 3,819.76 bytes $/$ in $^{2}$ with $95 \%$ decodification success rate using K-means segmentation algorithm on the decoding process.

An alternative high capacity 2D barcode encoding and decoding system was proposed by Orhan Bulan and Gaurav Sharma [31]. Their scheme can be used by any monochrome 2D Barcode structure, by considering an orientation modulation with elliptical dot arrays over the 3 channel colors (cyan, magenta, and yellow). This method reaches a data density of 2,800 bytes $/ \mathrm{in}^{2}$. The authors also proposed a per-colorant channel interference cancellation [32] to improve the estimated decoded color of each module.


Figure 2.2: Examples of CQR Codes (a) CQR Code-5 [1] and (b) CQR Code-9 [5]. CQR Code characteristic: (c) CQR Code structure [5] and (d) CQR Code positioning in the encoding region [5].

### 2.1.3 CQR Code-5 and 9

Two 2D-colored barcodes were proposed in our previous work: CQR Code-5 [1] (initially called CQR Code) and CQR-9 [5]. Sample barcode images of these two schemes are shown in Figures 2.2 (a) and (b), respectively. They have the same structure (which is similar to the QR Code structure) and filling bits direction see Figure 2.2(d)). The CQR Code structure is made up of $49 \times 49$ modules, which are distributed over two discriminate regions: the function patterns' and the encoding region.

The function patterns have exactly the same aspect for all CQR Codes and are divided into: (a) quiet zone; (b) finder patterns; and (c) separators. Figure 2.2 (c) illustrates these elements. The quiet zone is the $4 \times 4$ module white area that surrounds the barcode on all four sides [1]. Separators are the $1 \times 8$ or $8 \times 1$-module elements that separate encoding region and finder patterns. Finder patterns are the three identical symbols located at the upper-left, upper-right, and lowerleft corners of the code and are used for correct image positioning at the decoder. The encoding region contains information and redundancy bits. The positioning of the modules in the encoding region is vertical bottom-up, from the most right to the most left column, as shown in Figure 2.2 (d).

CQR Code- 5 stores 2 bits per module and uses 4 different information and redundancy modules ( 00 - red, 01 - green, 10 - blue and 11 -white), while CQR Code- 9 stores 3 bits per module and employs 8 different modules ( $000-$ red, 001 - green, 010 - blue, 011 - cyan, 100 - magenta,


Figure 2.3: Block diagram of a communication system that considers print-scan storage and transmission stages [1].

101 - yellow, 110 - white and 111 - gray). In both cases, black modules are used only for rotation and alignment purposes. CQR Codes use the Berlekamp Reed-Solomon [33] error-correction code. This error correction algorithm has the following parameters: $n$ (total amount of symbols), $k$ (amount of information symbols), and $t$ (error correction capacity in symbols).

CQR Code-5 is capable of encoding 1,024 bits of information bits plus 3,392 redundancy Berlekamp Reed-Solomon bits [33]. On the other hand, CQR Code-9 allows encoding up to 2,048 information bits in the same printed area, requiring 4,576 redundancy Berlekamp Reed-Solomon bits [33]. Each Berlekamp Reed-Solomon symbol for both CQR Codes has 16 bits, CQR Code5 and CQR Code-9 employ the error correction configuration of $\operatorname{RS}(276,64)$ and $\operatorname{RS}(414,128)$, respectively, with the following primitive polynomial:

$$
\begin{equation*}
p(D)=D^{16}+D^{12}+D^{3}+1 . \tag{2.1}
\end{equation*}
$$

A Berlekamp Reed-Solomon decoder can correct up to $t$ symbols that contain errors in $n$ symbols, $t$ is being determined by the following equation:

$$
\begin{equation*}
t=\frac{n-k}{2} \tag{2.2}
\end{equation*}
$$

The print-scan process may be modeled as a communication system, where the 2D barcode is generated to store and retrieve binary information. This communication model is illustrated in Figure 2.3. Therefore, information transmitted through a CQR Code structure may be susceptible to errors. For CQR Code-5, $t=106$. Therefore, it is possible to completely recover the 64 information symbols, even if up to $38.41 \%$ of the $n$ symbols are lost or degraded. CQR Code-9 can correct 143 symbols, i.e. it provides an error correction rate of $34.54 \%$.

The impact of compression algorithms on the decoding process of the CQR Code-5 was described in a previous publication [34], where it was shown what are the maximum JPEG, JPEG2000, and H.264/AVC compression bitrates that can be used by the CQR Code-5. The compression rates are measured on Bits Per Pixel (bpp). It was verified that the CQR Code-5
is successfully decoded for compression rates higher than $0.3877 \mathrm{bpp}, 0.1093 \mathrm{bpp}$, and 0.3808 bpp for JPEG, JPEG2000, and H.264/AVC, respectively. The algorithm that presented the best performance was H.264/AVC, followed by JPEG2000, and, finally, by JPEG [34].

For the smallest module size, CQR Code- 9 can store and transmit 6,624 bits of information and redundancy data. In a printed area of $1.3 \mathrm{~cm} \times 1.3 \mathrm{~cm}$, this gives a rate of 3.086 KBytes information data per square inch. A printed version of CQR Codes was also tested on a real printscan channel communication scenario. Performance tests of printed versions of CQR Codes-5 and 9, with size of $1.3 \mathrm{~cm} \times 1.3 \mathrm{~cm}$, using a printer Ricoh MP C2051 and regular office A4 paper with $75 \mathrm{~g} / \mathrm{m}^{2}$ density are detailed in previous work $[1,5]$. Further details of the decoding process, such as decoding flowchart, image segmentation and experimental results, can be found in these previous publications [1,5].

### 2.2 VISUAL CRYPTOGRAPHY

Visual cryptography (VC) techniques were originally proposed by Moni Naor and Adi Shamir [35]. In these techniques, a secret image is encoded in $n=2$ or more shares. Each share does not reveal details of the secret image. The first step of any VC algorithm is to choose a secret image and encode it into a number of images (known as shares). When these shares are printed onto transparencies, the secret image can be visually detected by stacked together (physically superimposed) $k$ out of $n(k \leq n)$ concealed shares. . This way, an average person is able to recover the secret image without any knowledge of cryptography and without performing any computation.

In a traditional VC system, the original secret image is retrieved by superimposing $k$ share images and detecting a pattern, symbol, or message in the resulting image. Generally, a VC scheme has ( $k, n$ ) as parameters that satisfy the following conditions: (1) we can recover the secret image with any $k$ out of $n$ share images; (2) with less than $k$ share images, it is not possible to recover or get any information about the secret image.

### 2.2.1 Black and White Visual Cryptography

The first ever proposed VC scheme represents a black or white pixel by choosing a pair of $2 \times$ 2 (expanded) pixels, which are used for representing a single pixel of the secret image. Figure 2.4 shows three possible chosen pixels. This method has the following parameters: $k=2$ and $n=2$, with a resulting pixel expansion of $2 \times 2$ for each original pixel [35]. Expanded pixels are generated according to two basic rules: (1) If the pixel of the original binary image is white, randomly pick the same pattern of four pixels for both shares. (2) If the pixel of the original image is black, a complementary pair of patterns is randomly chosen. Therefore, in this case a pixel expansion of $2 \times 2$ is necessary to generate the shares.


Figure 2.4: Traditional VC shares: Three possible complementary pixel expansions.


Figure 2.5: Examples of traditional VC scheme: (a) secret image, (b) share 1, (c) share 2 and (d) share 1 and share 2 superimposed to recover (visually) the secret image.

When the transparencies are overlapped and correctly aligned, the expanded pixels in the combined shares are represented by the Boolean OR of the columns and rows in the matrix. An example of an expected result of a traditional VC scheme is shown in Figure 2.5. In this illustration the secret image is shown in (a), while (b) and (c) show the shares, and (d) shows the decoded secret image. Here, the two shares and the decoded image have $2 \times 2=4$ times the size of the secret image. As this method uses pixel expansion of $2 \times 2$ pixels, its implementation is possible [35].

Embedded Extended Visual Cryptography (EVC) schemes allow the construction of $n$ meaningful images on shares using gray color images, which are represented using digital Halftoning algorithm. The Halftoning algorithm simulates continuous tone color regions through the use of dots. In a Halftone VC, a secret binary pixel is encoded into an array of sub pixels, called a halftone cell [36]. As each pixel of the original image is enlarged on halftone cells and the two (or more) shares are created, the pixel expansion will be equal to the expansion caused by the halftone algorithm plus the expansion caused by the traditional VC. This high size demand results in low quality images, making this technique less adequate for practical applications. In


Figure 2.6: Example of EVC: (a) Share 1, (b) Share 2 and (c) decoded secret image [6].


Figure 2.7: Halftoning decomposition on $\mathrm{C}, \mathrm{M}$ and Y colors [7].
these schemes, shares are superimposed, causing the meaningful information to disappear and the secret to be recovered [6]. For this VC scheme, limitations include a large pixel expansion and a bad visual quality of both the shares and recovered secret image [37]. An example of EVC is illustrated in Figures 2.6 (a), (b) and (c).

### 2.2.2 Color Visual Cryptography

Color VC uses additive (red, green and blue) and subtractive (cyan, magenta and yellow) colors to describe pixels on shares. The desired colors are obtained by mixing different color components. The three most popular Color VC methods were proposed by Young-Chang Hou [7]. The first method takes as input a color secret image and creates three C (cyan), M (magenta), and Y (yellow) halftone images. Figure 2.7 shows the steps of this process. For each halftone, a pixel expansion of $1: 4$ is necessary. Every pixel in the shares includes two transparent (white) pixels and two color pixels ( $\mathrm{C}, \mathrm{M}$ or Y ). This system also includes a black-and-white mask to generate unexpected colors on the stacked sharing images.


Figure 2.8: Color composition for superposed shares on method 1 [7].

The encoding and decoding processes use the superposition of three shares ( $\mathrm{C}, \mathrm{M}$ and Y ) and a fourth transparency with a black mask pattern. The color composition of the overlapped transparencies is illustrated in Figure 2.8. Due to the mask, the stacked image always has 2 black pixels (upper left and bottom right), while the remainder two pixels carry the resulting color produced by a combination of secondary colors (cyan, magenta and yellow). Therefore, this method produces a non-continuous-tone image that can only be perceived using transparencies. The color superimposition in this method gives the proportion of each color ( $\mathrm{C}, \mathrm{M}$ and Y ) that is used in the unmasked pixels to produce 8 different colors (primary colors, secondary colors, white and black) in 2 of the 4 expanded pixels.

We can notice that this method has the same challenges of EVC. It uses 4 transparencies (3 shares and 1 mask) and, because of alignment and pixel expansion difficulties, it has not being shown working in practical applications. The second Color VC scheme proposes the use of tiny printed pixels in 2 shares. In this case, users should be able to decode the superimposed shares observing an average color super pixel, which equalizes the effect of the four stacked pixels (cyan, magenta, yellow and transparent) and results in a single color being perceived. The color composition process used in this method is shown in Figure 2.9.

The color composition of this second method of colored VC considers the proportion (perceived color) of each expanded pixel to determine the final (desired) color. Naturally, after stacking the sharing images, the color contrast is $25 \%$ of the original contrast. Therefore, the color saturation of the image generated by this second method is worse than the color saturation of an image by the first method [7]. Since this second method uses several pixels for a single pixel expansion, its usability in a practical application is low due to alignment issues and the large amount of data required. Figure 2.10 shows the 2 shares and the decoded image for this method. Notice that for a non-theoretical application, the decoded image has a low image quality.

Finally, a third method uses 2 shares for decryption, while transforming a secret color image into three halftone images ( $\mathrm{C}, \mathrm{M}$, and Y ) and generating six temporary shared images ( $\mathrm{C} 1, \mathrm{C} 2$,

| Revealed <br> color <br> $(\mathrm{C}, \mathrm{M}, \mathrm{Y})$ | Share 1 | Share 2 | Stacked <br> image | Method | Resultant <br> result | Revealed <br> color quantity <br> $(\mathrm{C}, \mathrm{M}, \mathrm{Y})$ |
| :--- | :---: | :---: | :---: | :--- | :--- | :--- |
| $(0,0,0)$ | $\square$ | $\square$ | $\square$ | Share land Share 2 with <br> the same permutation | $\square$ | $(1 / 4,1 / 4,1 / 4)$ |$|$| (1, |
| :--- |

Figure 2.9: Color composition for superposed shares on method 2 [7].


Figure 2.10: Two sharing transparencies and the stacked effect for method 2 [7].

M1, M2, Y1, and Y2). Each of the six shared images have two transparent pixels and two color pixels for every $2 \times 2$ expanded pixels. Then, the method combines $\mathrm{C} 1, \mathrm{M} 1$, and Y 1 to form a colored halftone share 1 and combine $\mathrm{C} 2, \mathrm{M} 2$, and Y 2 to form share 2 [7]. Figure 2.11 (a) shows an example of a color composition for a blue expanded pixel, while Figures 2.11 (b), (c) and (d) show examples of the decoding process.

For this third method, the resulting image has, after the Halftoning, a pixel expansion of $2 \times 2$ pixels. From these 4 pixels, 2 diagonal pixels (upper right and bottom left) are black due to the subtractive color combination (see combination of red and green pixels in Figure 2.11 (a)) and the remainder 2 pixels have the desired color (blue color in the example of Figure 2.11 (a)). The resulting expanded pixels always have 2 black pixels on the diagonal and 2 pixels representing the desired color. Therefore, this scheme shows a decoded image with $50 \%$ of dark pixels.

All 3 methods described require a large amount of expanded pixels (due to Halftoning and


Figure 2.11: Third method of Color VC: (a) color composition, (b) share 1, (c) share 2 and (d) decoded image [7].
the pixel expansion). Unfortunately, the authors did not show results obtained using real printed transparencies. Since these VC schemes employ tiny printed pixels and 2 or more shares, its implementation might be impracticable. Also, none of these methods was proven to work using a digital screen as one of the shares.

### 2.2.3 Xor-Based Visual Cryptography

XOR-based VC schemes do not use pixel expansion, they are designed to improve the quality of the decoded image [38]. A real-time XOR-Based VC scheme was proposed by Tuyls et al. [8]. In their work, the colored secret image is revealed using a hardware implementation and the superimposition of four shares ( 2 polarization filters, 1 color filter, and 1 liquid crystal), as shown in Figure 2.12. Although the solution provides good contrast properties, the decrypted image has a limited spatial resolution and the method requires 4 shares, which leads to alignment problems. It is worth pointing out that F. Liu et al. [39] proposed VC and EVC schemes that use Tuyls' model and did not require a pixel expansion.

Recently, a color VC scheme with no pixel expansion was proposed by Shiori et al. [9], which is based on the interference color (different from color interference) theory. In this method, the color passes through a laboratory prepared mineral layer (thin-section mineral) composed of crossed polarizers layers of high-order and retarder films, which changes the phase of the incident light. The retarder films exhibit an interference color property when they are placed between two


Figure 2.12: Hardware implementation of colour XOR-Based VC scheme [8].


Figure 2.13: Optical arrangement of polarizers and retarder films [9].
polarizer films. The authors implement two versions of this VC scheme. Figure 2.13 shows the first version of the method, which uses 2 polarized films and 2 retarded films. The second one employs 2 polarized films and 3 retarded films as shares.

Notice that the angle between the transmission axis of the polarizers and retarder films can be varied to display a high-chroma image. Although these methods do not require a pixel expansion, they use at least 4 shares, which can produce alignment difficulties. Also, polarizers and retarder films are currently expensive, which reduces the range of practical applications.

### 2.2.4 Discussion on currently available 2D barcodes and VC schemes

We believe that a high information density 2D-barcode is necessary for applications that need to carry high information quantity in small available area, such as medicine and cigarette carton box. A tracking and validation system could be implemented using cryptographic data on a small area printed 2-D barcode. The next Chapter shows the proposed 2D-barcode, which is the denser 2D-barcode in literature.

There are no VC schemes with only 2 shares and without pixel expansion in literature. We believe that such VC scheme could improve spatial resolution and alignment issues. Chapter 4 shows the proposed VC scheme, which is the first work with only 2 shares and with no pixel
expansion.

## 3 A TWO-DIMENSIONAL COLORED BARCODE: HD2DC

In this Chapter we describe the specification of our proposed 2D-barcode: the High Density Two Dimensional Code (HD2DC).

### 3.1 HD2DC - ENCODING PROCESS

The proposed HD2DC has 8 versions. Version 1 corresponds to $30 \times 30$ modules, version 2 corresponds to $40 \times 40$ modules, and so on. Each version represents an increase of $10 \times 10$ modules, with version 8 corresponding to $100 \times 100$ modules. For each version, two set of colors can be used: HD2DC-5 uses 5 colors (black, white, red, green and blue), while HD2DC-8 uses 8 colors (black, white, red, green, blue, cyan, magenta and yellow). Also, each selected version and color can have three error correction levels: Low (L-10\%), M - Medium (20\%) and High (H $-30 \%)$. Based on the amount of versions, colors, and error-correction levels, a HD2DC can be generated in 48 different formats. Figure 3.1 shows examples of HD2DCs with 5 and 8 colors, for their smaller and bigger versions. Figure 3.1 shows the HD2DC structure, All HD2DC versions have the same structure, which is divided into Function patterns and Encoding region areas.

### 3.1.1 Structure: Function Patterns

Function patterns are used to detect the HD2DC barcode location in a barcode image (even in a rotated or tilted capture). Detection is the first step in the decoding process of the HD2DC. As shown in Figure 3.3, Function patterns have exactly the same structure for all HD2DCs versions and are divided into the following areas:

- Quiet zone: Region that is free of any markings and located in the surrounding borders of the HD2DC barcode.
- Finder patterns: Four identical components of the finder pattern in HD2DC, which are located at the four corners (upper right, upper left, bottom right and bottom left) of the HD2DC barcode. Each finder pattern is composed by three superimposed concentric squares, they have as structure $7 \times 7$ black modules, $5 \times 5$ white modules, and $3 \times 3$ black modules. For 5 -colors HD2DC, this is the only area where black modules are employed.
- Separators: One or two separators are constructed with white modules. Three Finder Patterns (upper right, upper left and bottom left) use one-module wide separators, while one Finder Pattern (bottom right) employs two-module wide separator. Separators are placed between each Finder pattern and the Encoding Region.


Figure 3.1: Examples of HD2DC of: (a) Version 1, 5 colors, Low error correction capacity and 120 stored bytes, (b) Version 1, 8 colors, High error correction capacity and 90 stored bytes, (c) Version 8, 5 colors, High error correction capacity and 966 stored bytes, and (d) Version 8,8 colors, Low error correction capacity and 2,906 stored bytes.

### 3.1.2 Structure: Encoding Region

The Encoding region is divided in two areas that contain data for information retrieval. The Encoding region is illustrated in the dark and light gray area of Figure 3.3, divided in:

- Decoding Symbols: These symbols are distributed in 32 modules. Each symbol contains 2 bits, that can be mapped to red (' 00 ' bits), green (' 01 ' bits), blue (' 10 ' bits), and white (' 11 ') module colors. These 32 modules are shown in the light gray area of Figure 3.3. From the 64 available bits, 63 bits are reserved to Bose-Chaudhuri-Hocquenghem (BCH) [40] bits, more specifically, $\mathrm{BCH}(63,18)$, and the last bit is considered as a remainder bit and set with value ' 0 '.

In this BCH scheme, $n=63$ (redundant and information bits) and $k=18$ (information bits). The $k$ information bits carry the HD2DC structure information as follows: 12 bits specify the number of Bytes (from 1 to 2,906 possible Bytes), 1 bit is reserved for the Encoding Region color (HD2DC-5 or HD2DC-8), 3 bits specify the version information (from version 1 to version 8), and 2 bits are reserved for the error correction capacity of Information and Parity Symbols (Low, Medium or High). Figure 3.4 (a) and Figure 3.2 show an enlarged structure image of the $\operatorname{HD} 2 \mathrm{DC}$ and the $\operatorname{BCH}(63,18)$ information bits, respectively.

- Information and Parity Symbols: This area is filled with Berlekamp Reed-Solomon [33]


Figure 3.2: HD2DC structure bits composition.


Figure 3.3: HD2DC structure.
information and parity symbols. This error-correction algorithm is employed due to its decodification robustness. It is also widely used by other 2D-barcodes, such as CQR Code, QR Code, HCCB, etc. The resulting bits of all information and redundancy symbols are placed in the dark gray modules of the encoding region, following the vertical bottom-up direction, from the most right to the most left column, as illustrated in Figure 3.4 (b).

The error correction primitive polynomial (shown in Equation 2.1) is the same used by CQR Codes. The quantity of bits per symbols in HD2DC is also the same ( $s=16$ ). As HD2DC has several versions and error correction levels, it has different $n, k$, and $t$ Reed-Solomon parameters. There is a total of 48 possible HD2DC architectures ( 24 for each HD2DC color). Tables 3.1 and 3.2 show the HD2DC construction architectures for 5 and 8 colors respectively.

When 5 colors are used, each module of the Encoding Region contains the following colors: red ' 00 ', green ' 01 ', blue ' 10 ' and white ' 11 '. For 8 color options, colors are red ' 000 ', green ' 001 ', cyan ' 011 ', magenta ' 100 ', yellow ' 101 ', white ' 110 ' and black ' 111 '. The amount of encoded bytes is showed in the first 12 bits of the Decoding Symbols structure (see Figure 3.2). When the maximum amount of stored bytes in a HD2DC is not reached, the remaining bits are filled with uniform pseudo-random values.


Figure 3.4: HD2DC modules: (a) $\mathrm{BCH}(63,18)$ distribution, and (b) HD2DC filling direction.

To generate the Berlekamp Reed-Solomon symbols (with $s=16$ bits per symbol), $k$ symbols are generated (from the data information bytes) as input and $n$ symbols are created as output of this error correction algorithm. The $n$ symbols are mapped into $n \times s$ bits located into the Information and Parity Symbols area, according to the filling direction shown in Figures 3.3 and 3.4 (b). Naturally, the 8 -colors structure reaches a higher data capacity than the 5 -color structure, since it stores 3 bits per module.

The encoding region color constellation used in HD2DC-5 (red, green, blue and white), and HD2DC-8 (red, green, blue, cyan, magenta, yellow, white and black) was chosen because of their maximum equidistance in the Red, Green, Blue (RGB), and Hue, Saturation, Value (HSV) color spaces, as seen in Figures 3.5 (a) and (b). These colors make it easier to find the color threshold on the decoding step [41]. The bottom right Finder pattern and its two module wide separators are new features introduced in the HD2DC code. This extra white space in the bottom-right Finder Patterns allows to a differentiation of this Finder Pattern and, therefore, of the orientation of the barcode. More specifically, differently from previous 2D barcodes, HD2DC does not have alignment patterns nor timing patterns.

### 3.2 HD2DC - DECODING PROCESS

To decode a HD2DC, we first capture the barcode image using a digital camera. The HD2DC image can be captured in any rotation angle, the decoding algorithm locates the four Finder patterns that are used to rotate the HD2DC image to the ideal position. With this purpose, the image is first converted to gray scale. Then, thresholds $t h_{1}, t h_{2}$ and $t h_{3}$ are determined for each R, G and B plane using the Otsu's segmentation algorithm [42]. Using the Canny edge detection algorithm [43], the center of the four Finder Patterns are estimated with the calculation of the ratio of black and white modules in the Function Patterns. Results show that this edge detection process is an improvement in comparison to the technique used by the CQR Code, which uses a different Finder Pattern detection process.

| Version | Encoding Region <br> Modules | $n$ | $k$ | $t$ | Error <br> Correction $\%$ | Information <br> Bytes | Remainder <br> Bits/Modules |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 595 | 74 | 60 | 7 | $9.46 \%$ | 120 | $6 / 3$ |
| 1 | 595 | 74 | 46 | 14 | $18.92 \%$ | 92 | $6 / 3$ |
| 1 | 595 | 74 | 30 | 22 | $29.73 \%$ | 60 | $6 / 3$ |
| 2 | 1,295 | 161 | 129 | 16 | $9.94 \%$ | 258 | $14 / 7$ |
| 2 | 1,295 | 161 | 97 | 32 | $19.88 \%$ | 194 | $14 / 7$ |
| 2 | 1,295 | 161 | 65 | 48 | $29.81 \%$ | 130 | $14 / 7$ |
| 3 | 2,195 | 274 | 220 | 27 | $9.85 \%$ | 440 | $6 / 3$ |
| 3 | 2,195 | 274 | 166 | 54 | $19.71 \%$ | 332 | $6 / 3$ |
| 3 | 2,195 | 274 | 110 | 82 | $29.93 \%$ | 220 | $6 / 3$ |
| 4 | 3,295 | 411 | 329 | 41 | $9.98 \%$ | 658 | $14 / 7$ |
| 4 | 3,295 | 411 | 247 | 82 | $19.95 \%$ | 494 | $14 / 7$ |
| 4 | 3,295 | 411 | 165 | 123 | $29.93 \%$ | 330 | $14 / 7$ |
| 5 | 4,595 | 574 | 460 | 57 | $9.93 \%$ | 920 | $6 / 3$ |
| 5 | 4,595 | 574 | 346 | 114 | $19.86 \%$ | 692 | $6 / 3$ |
| 5 | 4,595 | 574 | 230 | 172 | $29.97 \%$ | 460 | $6 / 3$ |
| 6 | 6,095 | 761 | 607 | 77 | $10.12 \%$ | 1,214 | $14 / 7$ |
| 6 | 6,095 | 761 | 455 | 153 | $20.11 \%$ | 910 | $14 / 7$ |
| 6 | 6,095 | 761 | 303 | 229 | $30.09 \%$ | 606 | $14 / 7$ |
| 7 | 7,795 | 974 | 778 | 98 | $10.06 \%$ | 1,556 | $6 / 3$ |
| 7 | 7,795 | 974 | 584 | 195 | $20.02 \%$ | 1,168 | $6 / 3$ |
| 7 | 7,795 | 974 | 388 | 293 | $30.08 \%$ | 776 | $6 / 3$ |
| 8 | 9,695 | 1,211 | 967 | 122 | $10.07 \%$ | 1,934 | $14 / 7$ |
| 8 | 9,695 | 1,211 | 725 | 243 | $20.07 \%$ | 1,450 | $14 / 7$ |
| 8 | 9,695 | 1,211 | 483 | 364 | $30.06 \%$ | 966 | $14 / 7$ |

Table 3.1: HD2DC-5 color information structure.

### 3.2.1 Version Estimative

To estimate the size version of the HD2DC barcode, we use Euclidean geometry to compute the mean size (in pixels) of the modules around the four Finder Patters of the barcode, $S_{F P}$. Next, for each version ( $1 \geq i \geq 8$ ), we calculate the mean module size (in pixels), $S_{M}$, computed as:

$$
\begin{equation*}
S_{M}(i)=\frac{0.25 \times\left(D_{A B}+D_{B C}+D_{C D}+D_{D A}\right)}{13+10 \times i} \tag{3.1}
\end{equation*}
$$

where $D_{X Y}$ corresponds to the distance (in pixels) between the consecutive center of Finder Patterns $X$ and $Y$, with the 4 Finder Patterns being $A, B, C$, and $D$. Finally, the version is estimated using the following equation:

$$
\text { Version }=\left\{\begin{array}{lll}
1, & \text { if } & \frac{S_{M}(1)+S_{M}(2)}{2}<S_{F P} ;  \tag{3.2}\\
2, & \text { if } & \frac{S_{M}(2)+S_{M}(3)}{2}<S_{F P} \leq \frac{S_{M}(1)+S_{M}(2)}{2} ; \\
3, & \text { if } & \frac{S_{M}(3)+S_{M}(4)}{2}<S_{F P} \leq \frac{S_{M}(2)+S_{M}(3)}{2} ; \\
4, & \text { if } & \frac{S_{M}(4)+S_{M}(5)}{2}<S_{F P} \leq \frac{S_{M}(3)+S_{M}(4)}{2} ; \\
5, & \text { if } & \frac{S_{M}(5)+S_{M}(6)}{2}<S_{F P} \leq \frac{S_{M}(4)+S_{M}(5)}{2} ; \\
6, & \text { if } & \frac{S_{M}(6)+S_{M}(7)}{2}<S_{F P} \leq \frac{S_{M}(5)+S_{M}(6)}{2} ; \\
7, & \text { if } & \frac{S_{M}(7)+S_{M}(8)}{2}<S_{F P} \leq \frac{S_{M}(6)+S_{M}(7)}{2} ; \\
8, & \text { if } & S_{F P} \leq \frac{S_{M}(7)+S_{M}(8)}{2} .
\end{array}\right.
$$

| Version | Encoding Region <br> Modules | $n$ | $k$ | $t$ | Error <br> Correction \% | Information <br> Bytes | Remainder <br> Bits/Modules |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 595 | 111 | 89 | 11 | $9.91 \%$ | 178 | $9 / 3$ |
| 1 | 595 | 111 | 67 | 22 | $19.82 \%$ | 134 | $9 / 3$ |
| 1 | 595 | 111 | 45 | 33 | $29.73 \%$ | 90 | $9 / 3$ |
| 2 | 1,295 | 242 | 194 | 24 | $9.92 \%$ | 338 | $13 / 4.33$ |
| 2 | 1,295 | 242 | 146 | 48 | $19.83 \%$ | 292 | $13 / 4.33$ |
| 2 | 1,295 | 242 | 98 | 72 | $29.75 \%$ | 196 | $13 / 4.33$ |
| 3 | 2,195 | 411 | 329 | 41 | $9.98 \%$ | 658 | $9 / 3$ |
| 3 | 2,195 | 411 | 247 | 82 | $19.95 \%$ | 494 | $9 / 3$ |
| 3 | 2,195 | 411 | 165 | 123 | $29.93 \%$ | 330 | $9 / 3$ |
| 4 | 3,295 | 617 | 495 | 61 | $9.89 \%$ | 990 | $13 / 4.33$ |
| 4 | 3,295 | 617 | 371 | 123 | $19.94 \%$ | 742 | $13 / 4.33$ |
| 4 | 3,295 | 617 | 247 | 185 | $29.98 \%$ | 494 | $13 / 4.33$ |
| 5 | 4,595 | 861 | 689 | 86 | $9.99 \%$ | 1,378 | $9 / 3$ |
| 5 | 4,595 | 861 | 517 | 172 | $19.98 \%$ | 1,034 | $9 / 3$ |
| 5 | 4,595 | 861 | 345 | 258 | $29.97 \%$ | 690 | $9 / 3$ |
| 6 | 6,095 | 1,142 | 912 | 115 | $10.07 \%$ | 1,824 | $13 / 4.33$ |
| 6 | 6,095 | 1,142 | 684 | 229 | $20.05 \%$ | 1,368 | $13 / 4.33$ |
| 6 | 6,095 | 1,142 | 456 | 343 | $30.04 \%$ | 912 | $13 / 4.33$ |
| 7 | 7,795 | 1,461 | 1,167 | 147 | $10.06 \%$ | 2,334 | $9 / 3$ |
| 7 | 7,795 | 1,461 | 875 | 293 | $20.05 \%$ | 1,750 | $9 / 3$ |
| 7 | 7,795 | 1,461 | 583 | 439 | $30.05 \%$ | 1,166 | $9 / 3$ |
| 8 | 9,695 | 1,817 | 1,453 | 182 | $10.02 \%$ | 2,906 | $13 / 4.33$ |
| 8 | 9,695 | 1,817 | 1,089 | 364 | $20.03 \%$ | 2,178 | $13 / 4.33$ |
| 8 | 9,695 | 1,817 | 725 | 546 | $30.05 \%$ | 1,450 | $13 / 4.33$ |

Table 3.2: HD2DC-8 color information structure.

### 3.2.2 Alignment: Projective Transformation

Once the version is known, we need to correct the HD2DC final position. The perspective distortion [44], which is generated on image acquisition, is corrected applying a projective transformation on the four Finder Pattern centers ( $n=4$ matching points). A planar projective transformation is a linear transformation of 3 homogeneous vectors, which is represented by a non-singular $3 \times 3$ matrix, as shown in the following equation:

$$
\left(\begin{array}{l}
x_{1}^{\prime}  \tag{3.3}\\
x_{2}^{\prime} \\
x_{3}^{\prime}
\end{array}\right)=\left[\begin{array}{lll}
h_{11} & h_{12} & h_{13} \\
h_{21} & h_{22} & h_{23} \\
h_{31} & h_{32} & h_{33}
\end{array}\right]\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right) .
$$

Equation 3.3 can be represented as $x^{\prime}=H x$. Its inhomogeneous form is given by:

$$
\begin{equation*}
x^{\prime}=\frac{x_{1}^{\prime}}{x_{3}^{\prime}}=\frac{h_{11} x+h_{12} y+h_{13}}{h_{31} x+h_{32} y+h_{33}}, \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
y^{\prime}=\frac{x_{2}^{\prime}}{x_{3}^{\prime}}=\frac{h_{21} x+h_{22} y+h_{23}}{h_{31} x+h_{32} y+h_{33}} . \tag{3.5}
\end{equation*}
$$



Figure 3.5: Color space constellation for used encoding and decoding processes: (a) RGB Cube and (b) HSV with normalized boundaries between HD2DC selected colors.

Each Finder pattern point generates two linear equations to the elements of $H$ [44], which are given by the following equations:

$$
\begin{equation*}
x^{\prime}\left(h_{31} x+h_{32} y+h_{33}\right)=h_{11} x+h_{12} y+h_{13}, \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
y^{\prime}\left(h_{31} x+h_{32} y+h_{33}\right)=h_{21} x+h_{22} y+h_{23} . \tag{3.7}
\end{equation*}
$$

Eight linear equations are created using the four Finder patterns points as inputs to Equations 3.6 and 3.7, what is sufficient to find the transformation matrix $H$ and perform the projective transformation. In summary, the projective transformation matrix is found and applied on HD2DC to handle image changes caused by a tilt on the image plane. Figure 3.6 (a) illustrates an example of a printed version 3 HD2DC-8 barcode, while Figure 3.6 (b) illustrates its projective transformation followed by the final rotation.

After performing the Projective Transformation, the correct rotation of the four Finder patterns is computed and we can recover the Finder Pattern that has the two-modules wide separator (see Figure 3.3) located on the bottom right corner. In other words, the HD2DC image is rotated to correct the image position. Thanks to the projective transformation, we can determine the size of every module (in pixels) and the data contained in HD2DC barcode can be retrieved.

### 3.2.3 Color Segmentation

The next step consists on segmenting the colors of the captured barcode image. Color segmentation is performed in the HSV color space (Figure 3.5(b)). The captured image is first represented


Figure 3.6: HD2DC Version 5, 8-colors, and High error correction level: (a) image snapshot captured at a distance of 7 cm from the camera (Samsung Galaxy J5 ) and (b) rotated and processed version of (a).
in the HSV color space:

$$
\begin{equation*}
I(i, j, c)=[H(i, j), S(i, j), V(i, j)] . \tag{3.8}
\end{equation*}
$$

where $i$ and $j$ are the spatial coordinates of the image and $c$ corresponds to the color channel. A maximum and minimum value of the intensity component $(V)$ is calculated for the entire image:

$$
\begin{equation*}
\operatorname{MaxI}=\max (V(i, j)) \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{MinI}=\min (V(i, j)) \tag{3.10}
\end{equation*}
$$

Then, a 5-colors pixel segmentation is performed to retrieve the Decoding Symbols and the HD2DC parameters (HD2DC of 5 or 8 colors, HD2DC module size and error correction level), using the following equation:

$$
\operatorname{HD}^{2} \mathrm{DC}_{5}(i, j)= \begin{cases}\text { White, } & \text { if } V(i, j)>\frac{3 \times \text { MaxI }+ \text { MinI }}{4}  \tag{3.11}\\ \text { Red, } & \text { if }-60^{\circ}<H(i, j) \leq 60^{\circ} \\ \text { Green, } & \text { if } 60^{\circ}<H(i, j) \leq 180^{\circ} \\ \text { Blue, } & \text { if } 180^{\circ}<H(i, j) \leq 300^{\circ}\end{cases}
$$

If the HD2DC barcode has 5-colors, there is no need to perform a second segmentation. On the other hand, if this is a barcode with 8 colors, an additional 8 -colors segmentation is performed for
each pixel, as given by:

$$
\mathrm{HD}^{2} \mathrm{DC}_{8}(i, j)= \begin{cases}\text { White, } & \text { if } V(i, j)>\frac{3 \times \text { MaxI }+ \text { MinI }}{4} ;  \tag{3.12}\\ \text { Black, } & \text { if } V(i, j)>\frac{3 \times \text { MinI }+ \text { MaxI }}{4} ; \\ \text { Red, } & \text { if }-30^{\circ}<H(i, j) \leq 30^{\circ} ; \\ \text { Yellow, }, & \text { if } 30^{\circ}<H(i, j) \leq 90^{\circ} ; \\ \text { Green, } & \text { if } 90^{\circ}<H(i, j) \leq 150^{\circ} ; \\ \text { Cyan, } & \text { if } 150^{\circ}<H(i, j) \leq 210^{\circ} ; \\ \text { Blue, } & \text { if } 210^{\circ}<H(i, j) \leq 270^{\circ} ; \\ \text { Magenta, }, & \text { if } 270^{\circ}<H(i, j) \leq 330^{\circ} .\end{cases}
$$

### 3.2.4 Information Retrieval

After the colors of each module are determined, the inverse of the filling process is performed to prepare for bit retrieval. Then, bits are extracted from the Encoding Region, forming a Berlekamp Reed-Solomon sequence of symbols [33] (each with $s=16$ bits), which were created according to the parameters $\operatorname{RS}(n, k)$ obtained from the HD2DC structure and the information in Tables 3.1 and 3.2. The Berlekamp Reed-Solomon decoding algorithm is applied and (possible) errors are corrected. If the decoded sequence of symbols has more than $t$ errors, it will not be possible to recover all the information.

Table 3.3 shows the information data density for each version of the HD2DC barcode. Table 3.4 [3,4] shows a comparison of information bits density between HD2DC and other 2D Colored barcodes. Notice that HD2DC is currently the 2D colored barcode with the highest data density. For a better understanding, Figure 3.7 shows a flowchart describing HD2DC decoding steps.

### 3.3 HD2DC DECODING RESULTS: PRINT-SCAN CHANNEL

To test the proposed scheme as a print-scan channel, we print HD2DC images at the smallest size and capture them using the mobile phones Samsung Galaxy S5 and Samsung Galaxy J5, with a 16 and 8 Megapixels built-in cameras, respectively. The image database built for our tests is composed of 14 snapshots of 3 different HD2DC barcodes, considering each color option and each HD2DC version. In total, we have 672 test images for each mobile phone. The printed 600 dpi barcode images have a module size of $0.2 \mathrm{~mm} \times 0.2 \mathrm{~mm}$, which is the smallest size that can be correctly decoded (see Table 3.3). A laser printer Xerox Color 560 was used to print the HD2DC barcode images at 600 dpi on a regular office A4 paper with $120 \mathrm{~g} / \mathrm{m}^{2}$ density. In our tests, all HD2DC were printed with error correction level H.

For a set of barcode images, we measured the percentage of corrupted symbols versus the dis-

Table 3.3: Sizes and information bits density of HD2DC printed at 600 dpi.

| Version | HD2DC <br> Color | HD2DC <br> Area $\left(\mathrm{in}^{2}\right)$ | Information <br> bytes $(\mathrm{L})$ | Data Density <br> $\left(\right.$ bytes $\left./ \mathrm{in}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 5 | 0.0558 | 120 | $2,150.53$ |
| 2 | 5 | 0.0992 | 258 | $2,600.80$ |
| 3 | 5 | 0.1550 | 440 | $2,838.70$ |
| 4 | 5 | 0.2232 | 658 | $2,948.02$ |
| 5 | 5 | 0.3038 | 920 | $3,028.30$ |
| 6 | 5 | 0.3968 | 1,214 | $3,059.47$ |
| 7 | 5 | 0.5022 | 1,556 | $3,098.36$ |
| 8 | 5 | 0.6200 | 1,934 | $3,119.35$ |
| 1 | 8 | 0.0558 | 178 | $3,189.96$ |
| 2 | 8 | 0.0992 | 338 | $3,407.25$ |
| 3 | 8 | 0.1550 | 658 | $4,245.16$ |
| 4 | 8 | 0.2232 | 990 | $4,435.48$ |
| 5 | 8 | 0.3038 | 1,378 | $4,535.87$ |
| 6 | 8 | 0.3968 | 1,824 | $4,596.77$ |
| 7 | 8 | 0.5022 | 2,334 | $4,647.55$ |
| 8 | 8 | 0.6200 | 2,906 | $4,687.09$ |

tance (in centimeters) for each captured image. Average decoding results are shown in Figures 3.8 to 3.15 . In these graphs, snapshots resulting in a percentage of corrupted symbols above the magenta dotted line (H error correction level limit) were not decoded, while percentages between cyan and magenta dotted lines corresponded to barcodes with errors that can only be decoded by a HD2DC with H error correction level. Between the yellow and cyan lines in these graphs, we can only decode HD2DC barcodes with an M error correction level. Finally, percentages of corrupted symbols under the yellow dotted line need only an $L$ error correction level to be decoded. As seen in Table 3.3, decoded HD2DC barcodes with L error correction level obtain the highest information data density.

As illustrated in Figures 3.8 to 3.15 , all printed HD2DC versions (1 to 8 ) were correctly decoded. Depending on the chosen version, both the Samsung Galaxy S5 and J5 were able to correctly decode barcodes with distances ranging from 7 cm to 12 cm . Results also show that the quality of the camera Complementary Metal-Oxide Semiconductor (CMOS) sensor affects the percentage of corrupted symbols. For all HD2DC versions, Samsung Galaxy S5 camera presented a better performance than the Samsung Galaxy J5 camera, for both HD2DC-5 and HD2DC-8 color versions. Figure 3.16 illustrates an example of a printed version 3 HD2DC-8 barcode. In this figure, besides the JPEG compression, Halftoning artifacts are present (more visible on cyan modules), what impacts the symbol error rate.

### 3.3.1 Data Density

Table 3.3 shows the information data density for each HD2DC version and color setup. Table $3.4[3,4]$ shows a comparison of information bits density between HD2DC and other 2D


Figure 3.7: Flowchart of HD2DC decoding process.

Colored barcodes. This comparison shows that HD2DC is currently the 2D colored barcode with the highest data density on bytes per square inch, which is the main contribution of this 2D colored barcode.


Figure 3.8: HD2DC Version 1 decoding results due to capture distance ( 7 cm to 20 cm ) on Samsung Galaxy S5 and J5.


Figure 3.9: HD2DC Version 2 decoding results due to capture distance ( 7 cm to 20 cm ) on Samsung Galaxy S5 and J5.

Table 3.4: Density performance of 2D-Barcodes.

| 2D Colored Barcode | Data Density $\left(\right.$ bytes $\left./ \mathrm{in}^{2}\right)$ |
| :--- | :---: |
| HD2DC | $4,687.09$ |
| HCC2D (second proposal) [4] | $4,104.71$ |
| HiQ [45] | $3,617.6$ |
| PCDE [31] | $3,333.00$ |
| PCCC [32] | $2,109.37$ |
| HCC2D (first proposal) [3] | $1,881.00$ |
| QR Code [3] | 627.00 |

### 3.4 HD2DC DECODING RESULTS: COMPRESSION ROBUSTNESS

Given that the data storage and transmission of a HD2DC will probably include a compression stage, it is necessary to evaluate the effect of lossy compression on the accuracy of HD2DC decoding. In this section, we evaluate the effects that common compression degradations have on


Figure 3.10: HD2DC Version 3 decoding results due to capture distance ( 7 cm to 20 cm ) on Samsung Galaxy S5 and J5.


Figure 3.11: HD2DC Version 4 decoding results due to capture distance ( 7 cm to 20 cm ) on Samsung Galaxy S5 and J5.
the decoding process.

### 3.4.1 HD2DC compression algorithms

Three popular compression algorithms are used in this work: JPEG [27], JPEG2000 [46, 47], and H.264/AVC [48-50]. All three standards are lossy algorithms that, depending on the bitrate, may introduce errors in the decoding of the HD2DC barcode. JPEG was chosen as one of the algorithms because it is still the most popular image compression standard. JPEG2000 was also chosen because it reaches high compression rates. We also used the video compression standard H.264/AVC, which although is a video compression algorithm, has been experimentally used for image compression with good results [51,52].

Our tests were performed with input images on bitmap format (RGB), encoded with 24 bits/pixel. The original HD2DC images have 1 module per pixel, including regular four modules of


Figure 3.12: HD2DC Version 5 decoding results due to capture distance ( 7 cm to 20 cm ) on Samsung Galaxy S5 and J5.


Figure 3.13: HD2DC Version 6 decoding results due to capture distance ( 7 cm to 20 cm ) on Samsung Galaxy S5 and J5.
quiet zone on each side. These images was resized, using the nearest neighbor algorithm, making them ten times larger. After the initial image expansion, each module size is $10 \times 10$ pixels. Figures 3.1 (b) and (c) show some of the 240 HD2DC barcode images used in our tests. For a better analysis of the error rate due to compression, we used HD2DCs with a high error correction level.

To evaluate the effect of compression on the decoding of HD2DC barcodes, an analysis of the compression bitrate values (bits per pixel - bpp) versus the percentage of the total number of corrupted symbols was performed for all three compression algorithms. For a better visualization of the compression impact on HD2DC barcodes, figures in this chapter show only an enlarged area around the upper left Finder pattern. Figures 3.17(a), (b), and (c) depict examples of the HD2DC5 in Figure 3.1 (c), compressed with similar bitrates using JPEG, JPEG2000, and H.264/AVC, respectively. Figures 3.18(a), (b), and (c) show the impact of compression with JPEG, JPEG2000 and H.264/AVC on HD2DC-8. The compression bitrates used in this example are around 0.41 bpp: 0.4156 bpp for JPEG, 0.4155 bpp for JPEG2000, and 0.4142 bpp for H.264/AVC.


Figure 3.14: HD2DC Version 7 decoding results due to capture distance ( 7 cm to 20 cm ) on Samsung Galaxy S5 and J5.


Figure 3.15: HD2DC Version 8 decoding results due to capture distance ( 7 cm to 20 cm ) on Samsung Galaxy S5 and J5.

Our tests were performed using 5 different HD2DCs images for each color, version, and compression algorithm. HD2DC compressed images were processed until their maximum decodable compression rate. Notice that there is a big difference between the images in Figure 3.17 and in Figure 3.18, which correspond to versions of HD2DC-5 and HD2DC-8. As expected, the image compressed with JPEG has the worst quality (a higher number of visible degradations around finder patterns), while the image compressed with H.264/AVC has the best quality (fewer number of visible degradations). Figure 3.19 (a), (b) and (c) depict a zoom area of the barcode images corresponding to the maximum decodable bitrates for HD2DC-8 Version 8. In Appendix I, we present additional decoding results of HD2DC barcode images compressed with JPEG, JPEG2000, and H.264/AVC.

Figures $3.20,3.21,3.22,3.23,3.24,3.25,3.26$ and 3.27 show the compression results for all three codecs applied to each version of HD2DC. All successful decoded images are discriminated according to the error correction level (L, M or H - see yellow lines). These results


Figure 3.16: HD2DC Version 6 and 8 -color, captured and correctly decoded with $5.69 \%$ corrupted symbols at a distance of 13 cm with the Samsung Galaxy S 5 camera.


Figure 3.17: Enlarged 5-colors HD2DC of Version 4, compressed with: (a) JPEG@ 0.4908 bpp and $17.03 \%$ corrupted symbols, (b) JPEG2000@0.4720 bpp and $2.92 \%$ corrupted symbols, finally (c) H.264/AVC@0.4727 bpp and $0.97 \%$ corrupted symbols.
are consistent with the subjective image quality of the HD2DC barcode image presented in Figures 3.17, 3.18 and 3.19.

In the case of the JPEG, HD2DC-5 and HD2DC-8 can be decoded with rates greater than 0.4156 bpp and 0.4151 bpp , respectively, which correspond to the highest JPEG compression rates (level 100 in JPEG compression) possible for these images. At these rates, the HD2DC barcodes are decoded with an average symbol error of $27.93 \%$. The Reed-Solomon algorithm can correct this percentage of corrupted symbols for an H error correction level, i.e. the HD2DC barcodes are perfectly decoded for JPEG bitrates greater than 0.4151 bpp .

For JPEG2000, HD2DC-5 and HD2DC-8 can be decoded with compression rates greater than 0.0816 bpp and 0.1169 bpp , respectively, which correspond to JPEG2000 compression levels 285 and 200. For this rate, we obtain an average error symbol of $26.31 \%$ and $28.67 \%$, respectively.


Figure 3.18: Enlarged 8-colors HD2DC of Version 1, compressed with: (a) JPEG@ 0.4151 bpp and $27.93 \%$ corrupted symbols, (b) JPEG2000@0.4002 bpp and $1.80 \%$ corrupted symbols, finally (c) H.264/AVC@0.3929 bpp and 0\% corrupted symbols.


Figure 3.19: Enlarged 8-colors HD2DC of Version 8, compressed with: (a) JPEG@ 0.4654 bpp and $25.92 \%$ corrupted symbols, (b) JPEG2000@0.1106 bpp and $29.50 \%$ corrupted symbols, finally (c) H.264/AVC@ 0.5725 bpp and $1.82 \%$ corrupted symbols.

Therefore, information symbols were corrected recovered using an H error correction level. Results for JPEG2000 show how the color constellation affects the error rate. HD2DC-8 presented a higher error percentage than HD2DC-5 for the same compression parameters.

For the H.264/AVC compression algorithm, HD2DC-5 and HD2DC-8 can be decoded with rates higher than 0.3514 bpp and 0.3627 , respectively. This rate is also the highest compression rate possible for this codec, which corresponds to level 51 in H.264/AVC. The maximum percentage of corrupted symbols for these rates are $1.35 \%$ for the HD2DC-5 and $2.7 \%$ for HD2DC-8.

Finally, results show that, even when compressing HD2DC images using the three compression algorithms introduced in this chapter, we obtained a good performance. More specifically, a perfect HD2DC barcode can be decoded from a JPEG2000 compressed image, for compression rates around 3.5 times lower than the compression ratios required for JPEG and H.264/AVC codecs.


Figure 3.20: Percentage of corrupted symbols of HD2DC Version 1 versus compression bitrate ( $0-1.2 \mathrm{bpp}$ ).


Figure 3.21: Percentage of corrupted symbols of HD2DC Version 2 versus compression bitrate ( $0-1.2 \mathrm{bpp}$ ).


Figure 3.22: Percentage of corrupted symbols of HD2DC Version 3 versus compression bitrate ( $0-2 \mathrm{bpp}$ ).


Figure 3.23: Percentage of corrupted symbols of HD2DC Version 4 versus compression bitrate ( $0-1.9 \mathrm{bpp}$ ).


Figure 3.24: Percentage of corrupted symbols of HD2DC Version 5 versus compression bitrate ( $0-2 \mathrm{bpp}$ ).


Figure 3.25: Percentage of corrupted symbols of HD2DC Version 6 versus compression bitrate ( $0-2 \mathrm{bpp}$ ).


Figure 3.26: Percentage of corrupted symbols of HD2DC Version 7 versus compression bitrate ( $0-2.8 \mathrm{bpp}$ ).


Figure 3.27: Percentage of corrupted symbols of HD2DC Version 8 versus compression bitrate ( $0-2.5 \mathrm{bpp}$ ).

## 4 A $(2,2)$ XOR-BASED VISUAL CRYPTOGRAPHY SCHEME USING COLOR INTERFERENCE

This Chapter describes our proposal of a new Visual Cryptography scheme. The method uses only 2 shares and does not require a pixel expansion [53]. We implemented a VC scheme that works with a mobile phone or tablet, taking advantage of the screen available in this screen.

### 4.1 PROPOSED VISUAL CRYPTOGRAPHY SHARES STRUCTURE

It is quite simple to implement a VC scheme with a printed transparency and a mobile screen using the traditional method of pixel expansion creation (see Figure 2.4). To avoid pixel expansion, this work explores the use of colors as pixel components for both shares. One simple and cheap material that can easily be used to produce shares is the Polyvinyl Chloride (PVC) [54]. The proposed scheme uses a 0.3 mm thick PVC printed transparency (same material used for business card) as Share 1, which makes this VC scheme a very cheap solution for an unexpanded pixel VC scheme.

The superimposition of any printed PVC transparency on a mobile screen generates a subtractive filtered image. More specifically, when PVC transparency is backlit, you get a subtractive color mixing. Cyan, magenta and yellow are the most commonly used subtractive primary colors. If you overlap all three in effectively equal mixture, all the light is subtracted and the perceived color is black. Therefore, the resulting intensity and saturation of the perceived colors always decrease, which means that the observer will only perceive luminance changes rather than color changes. For a better understanding of this phenomenon, consider the printed PVC transparency as a film of uniform thickness and refraction index $n$. Notice that light wavelength $\lambda_{n}$ passing through the PVC film is given by the following equation [55]:

$$
\begin{equation*}
\lambda_{n}=\lambda / n, \tag{4.1}
\end{equation*}
$$

where $\lambda$ is the light wavelength in vacuum and $n$ is the refraction index for visible light. Figure 4.1(a) shows a graph of the refraction index of a PVC transparency for different wavelengths.

Color temperature of the light (Kelvin degrees) is determined by measuring a heated object that emits light. As the physical temperature of the object rises, the color transitions from red (long wavelengths) to blue (short wavelengths). These long and short wavelengths extremes corresponds to the warm and cool colors, respectively. Figure 4.1 (b) shows the warm and cool colors that compose the visible color spectrum.

Due the superposition principle [55], which happens when the PVC transparency (Share 1) is


Figure 4.1: Color in PVC transparency: (a) Non-printed PVC transparency index refraction and (b) Color wavelengths of warm and cool colors.
placed on the mobile screen (Share 2), the refracted light observed at the PVC surface corresponds to the algebraic subtraction of the mobile screen light and the color on the PVC. When the source pulse refracts in the printed PVC transparency, a decreased (filtered) resulting pulse is shown to the observer. This resulting pulse is produced by a partial destructive interference [55] caused by the PVC transparency superimposition. The destructive interference degree is defined according to the colors emitted by the mobile screen and the colors printed on the PVC transparency.

A less destructive interference is presented when a color $C_{1}$ is printed on a PVC transparency and overlapped on a similar color $\hat{C}_{1}$. This happens because the source light color and the filtering PVC printed color are practically the same, resulting in a high intensity observed color. On the other hand, a great destructive interference occurs when a color $C_{1}$ is printed on PVC transparency and is overlapped on a different screen color $\hat{C}_{2}$. In this case, the source color light and the filtering PVC printed color are too different, resulting in a low intensity image. The more different the source light color is from the filtering PVC color (e.g. warm and cool colors), the more intense is the destructive interference. This is the reason the saturation and intensity of the perceived image decreases. Figure 4.1 (b) depicts the visible colors for different values of wavelength, which are separated into warm and cool colors.

Notice from the visible color spectrum in Figure 4.1 (b) that the more distant wavelengths correspond to Violet/Blue colors (around 435 nm ) and Orange/Red colors (around 640 nm ). Figure 4.2 illustrates the desired VC system behavior for each refracted and observed pixel, considering the incident wavelength and the color printed on the PVC. This illustration shows the resulting intensity perceived by an observer for two color destructive interferences levels (low and high). We consider the visible spectrum limits (superior or inferior in Figure 4.1 (b)) as the light source coming from the mobile screen and the filtering color as the color printed on the PVC transparency. The following options are possible:

- The colors displayed on the mobile screen and printed on the PVC are both of short wavelength (cool colors). This generates a low destructive interference and, therefore, a medium/high level intensity pixel is perceived.
- A long period color wavelength (warm color) is displayed on a mobile screen and a short wavelength color (cool color) is printed on a PVC transparency. This generates a high destructive interference and a low intensity level pixel is perceived.
- A short period color wavelength (cool color) is displayed on a mobile screen and a long wavelength color (warm color) is printed on a PVC transparency. This generates a high destructive interference and a low intensity level pixel is perceived.
- The colors displayed on the mobile screen and printed on the PVC are both of long wavelength (warm color). This generates a low destructive interference and, therefore, a medium/high level intensity pixel is perceived.

Table 4.1 shows the desired decoded color and luminance combinations.

### 4.2 PROPOSED VISUAL CRYPTOGRAPHY ANALYSIS

To create a VC scheme with no pixel expansion, the produced single pixel should follow the pixel structure shown in Figure 4.2. Here, $n_{1}$ and $n_{2}$, respectively, are index refraction values of the color printed PVC transparencies, $C_{1}$ and $C_{2}$ are the colors chosen for the PVC transparency and the mobile screen. In this scheme, two different luminance levels for each pixel can be perceived.

The proposed VC scheme generates Shares 1 and 2 using a binary secret image, $S$, for which the darker pixels correspond to ' 0 ' and the lighter pixels correspond to ' 1 '. The size (in pixels) of each share is equal to the size of the secret image, i.e. there is no pixel expansion. In other words, the algorithm takes a binary secret image $(S)$ as the input and generates as outputs 2 shares: $F_{1}$ and $F_{2}$, with $M \times N$ pixels.

The algorithm generates each pixel of Share $1, F_{1}(x, y)$, by randomly selecting for these pixels, either a color $C_{1}$ or a color $C_{2}$. To choose the color of each pixel of Share 2, $F_{2}(x, y)$, the algorithm takes into consideration the value of the corresponding pixel in the secret image $S(x, y)$ and in Share $1 F_{1}(x, y)$. If the pixel in $S(x, y)$ is ' 1 ', the pixel in $F_{2}(x, y)$ has the same color than the pixel in $F_{1}(x, y)$. But, if the pixel in $S(x, y)$ is ' 0 ', the pixel in $F_{2}(x, y)$ should have opposite color of the

Table 4.1: Proposed VC scheme decoding architecture.

| Pixel from Share 1 | Pixel from Share 2 | Decoded Pixel |
| :---: | :---: | :---: |
| Cool color | Cool color | High luminance |
| Cool color | Warm color | Low luminance |
| Warm color | Cool color | Low luminance |
| Warm color | Warm color | High luminance |



Figure 4.2: Proposed VC scheme with single pixel structure.
pixel in $F_{1}(x, y)$. This can be summarized by the following equation:

$$
F_{2}(x, y)= \begin{cases}C_{1}, & \text { if } S(x, y)=1 \text { and } F_{1}(x, y)=C_{1}  \tag{4.2}\\ C_{2}, & \text { if } S(x, y)=1 \text { and } F_{1}(x, y)=C_{2} \\ C_{1}, & \text { if } S(x, y)=0 \text { and } F_{1}(x, y)=C_{2} \\ C_{2}, & \text { if } S(x, y)=0 \text { and } F_{1}(x, y)=C_{1}\end{cases}
$$

where $0 \leq x \leq M$ and $0 \leq y \leq N$.
This VC scheme follows the most important principle of information security for VC schemes. If a software-networking MitM attack occurs, the attacker can access only Share 2 (mobile image), as Share 1 (printed PVC transparency) is a physical object and therefore, not vulnerable to software-networking attacks. Even if the attacker obtains Share 2, he will not be able to decode the secret image because he cannot superimpose Share 1 on Share 2.

The proposed VC scheme follows the One-Time Pad algorithm operation. To prove this, consider that $F_{1}(x, y)$ (ciphertext), $F_{2}(x, y)$ (key) and $S(x, y)$ (message), are represented as arrays of $n$ bits. For any $S(x, y)$ and $F_{1}(x, y)$, we have the following probabilities $P$ :

$$
\begin{equation*}
P\left(S(x, y) \mid F_{1}(x, y)\right)=\frac{P\left(S(x, y) \cap F_{1}(x, y)\right)}{P\left(F_{1}(x, y)\right)}=\frac{P\left(F_{1}(x, y) \mid S(x, y)\right) \cdot P(S(x, y))}{P\left(F_{1}(x, y)\right)} . \tag{4.3}
\end{equation*}
$$

Conditioning $F_{1}(x, y)$ over all $S(x, y)$ :

$$
\begin{equation*}
P\left(F_{1}(x, y)=\sum_{S(x, y)} P\left(F_{1}(x, y) \mid S(x, y)\right) \cdot P(S(x, y)) .\right. \tag{4.4}
\end{equation*}
$$

Also, for any $S(x, y)$ and $F_{1}(x, y)$, we have:

$$
\begin{equation*}
P\left(F_{1}(x, y) \mid S(x, y)\right)=P\left(k=\left(F_{1}(x, y) \oplus S(x, y)\right)\right)=2^{-n}, \tag{4.5}
\end{equation*}
$$

so that $P\left(F_{1}(x, y)\right)=2^{-n} . \sum_{S(x, y)} P(S(x, y))=2^{-n}$. Which shows that $P\left(S(x, y) \mid F_{1}(x, y)\right)=P(S(x, y))$, and proves that the proposed VC scheme acts as an One-Time Pad cryptosystem, where $F_{1}(x, y)$, $F_{2}(x, y)$ and $S(x, y)$ are used as Ciphertext, Key and Secret Message, respectively.

### 4.3 PROPOSED VISUAL CRYPTOGRAPHY RESULTS: COLOR SELECTION AND SHARES GENERATION

As seen in the previous section, the proposed VC scheme uses color interference to generate non-expanded shares. But, for a correct system operation, we must select an appropriate set of colors. To make this selection, we chose 40 different colors, ranging from blue to red, and printed them on transparencies. Then, we tested 40 colors against the same colors displayed in a mobile device (Samsung Galaxy S7 Edge and Samsung Galaxy Tab A). This way, one color was displayed on a mobile screen and the other was printed on a PVC transparency. The experiment consisted of measuring the luminance coming out of the surface of the colored PVC transparency share, when superimposed to another color displayed on the mobile screen.

To measure the luminance, we used the Konica Minolta TS-100 luminance meter. As shown in Figure 4.3 (a), the luminance meter was positioned at a distance of 10 cm from the mobile display, in a room illuminated with artificial light at 250 lux. Again, the luminance meter was used to measure the luminance coming out of a single color printed PVC transparency superimposed on the colored mobile screen. The brightness level of the mobile screen was set at maximum level, so luminance results could have a large possible range. As illustrated in Figure 4.3 (b), the experiment was performed in a room with 2 lamps of 32 W and $2,350 \mathrm{~lm}$. The mobile screen had its laterals covered to ensure that no light coming from the lamps would reflect on it, i.e. the light on the surface of the transparency came only from the mobile screen.

The measurements took approximately two months and were performed following these steps:

1. The mobile phone display was placed orthogonally to the luminance meter. Their distance was 10 cm .
2. One of the 20 warm colors printed on PVC transparencies was picked and superimposed on the mobile screen, which displayed all 20 warm colors in a sequence. The luminance was


Figure 4.3: Luminance detection: (a) Lumens measurement of a blue printed PVC transparency superimposed on the Samsung Galaxy S5 screen with blue color and (b) Schematic representation.
measured for each superimposed combination pair.
3. The mobile screen displayed 20 cool colors in sequence, maintaining the same PVC transparency chosen in the last step. The luminance was measured for each superimposed combination pair.
4. The two last steps are repeated for all remaining 19 warm colors printed on PVC transparencies.
5. One of the 20 cool colors printed on PVC transparencies is picked and superimposed to the mobile screen displaying all 20 cool colors in sequence. The luminance is measured for each superimposed combination pairs.
6. The mobile screen displays the 20 warm colors in sequence, maintaining the PVC transparency chosen in the previous step. The luminance is measured for each superimposed combination pairs.
7. Finally, steps 5 and 6 were repeated for all remaining 19 cool colors printed on PVC transparencies.

Results corroborated the warm and cool colors destructive interference theory (see Figure 4.2) and showed that some colors cannot be used for this VC scheme, like for example colors on the boundaries of warm and cool colors (see Figure 4.1 (b)). More specifically, colors such as maroon, indigo, and dark violet are too dark, while colors like chartreuse yellow, harlequin, and cyan are too light. In other words, if we use these 2 color groups, the resulting perceived color will be either too dark or too light, even if combined with their corresponding opposite colors in the warm and cool color constellation (see Figure 4.1 (b)).

Therefore, not all color combinations can be used in the architecture shown in Table 4.1. Table 4.2 shows examples of unsuccessful color interference combinations on Shares 1 and 2. For these cases, the attacker can easily decode the estimated secret image. For example, in the

Table 4.2: Undesired color combinations of Share 1 and 2.

| VC Structure | Share 1 Pixel Color (R,G,B) | Share 2 Pixel Color (R,G,B) | Luminance cd/m ${ }^{2}$ |
| :---: | :---: | :---: | :---: |
| 1 | Yellow $(255,255,0)$ | Yellow $(255,255,0)$ | 310.10 |
| 1 | Yellow $(255,255,0)$ | Red $(255,0,0)$ | 144.90 |
| 1 | Red $(255,0,0)$ | Yellow $(255,255,0)$ | 103.50 |
| 1 | Red $(255,0,0)$ | Red $(255,0,0)$ | 82.90 |
| 2 | Blue $(0,0,255)$ | Blue $(0,0,255)$ | 11.70 |
| 2 | Blue $(0,0,255)$ | Green $(0,0,255)$ | 9.18 |
| 2 | Green $(0,0,255)$ | Blue $(0,0,255)$ | 80.06 |
| 2 | Green $(0,0,255)$ | Green $(0,0,255)$ | 165.80 |
| 3 | Cyan $(0,255,255)$ | Cyan $(0,255,255)$ | 187.80 |
| 3 | Cyan $(0,255,255)$ | Orange $(255,165,0)$ | 162.30 |
| 3 | Orange $(255,165,0)$ | Cyan $(0,255,255)$ | 87.44 |
| 3 | Orange $(255,165,0)$ | Orange $(255,165,0)$ | 146.9 |
| 4 | Cyan $(0,255,255)$ | Cyan $(0,255,255)$ | 187.80 |
| 4 | Cyan $(0,255,255)$ | Yellow $(255,255,0)$ | 215.50 |
| 4 | Yellow $(255,255,0)$ | Cyan $(0,255,255)$ | 206.80 |
| 4 | Yellow $(255,255,0)$ | Yellow $(255,255,0)$ | 310.10 |

first VC structure of Table 4.2, if a yellow pixel is encoded on Share 1, it is obvious that a high luminance pixel is on the secret image. Similarly, when a red pixel is encoded on Share 1, a low luminance pixel will be decoded on the secret image.

Luminance results for both mobile devices were very similar, with almost no difference. Table 4.2 shows examples of unsuccessful color interference combinations on Shares 1 and 2. For these cases, the attacker can easily decode the estimated secret image. For example, in the first VC structure of Table 4.2, if a yellow pixel is encoded in Share 2, it is obvious that a high luminance pixel (' ${ }^{\prime}$ ') is present in the secret image. Similarly, if a red pixel is encoded in Share 1, a low or medium luminance pixel will be decoded in the secret image (' 0 ').

On the other hand, for both mobile devices, using blue and red scales produces the desired color interference for a Xor-Based VC scheme, allowing the implementation of the proposed scheme detailed in Table 4.1. Therefore, in this work we created an algorithm to find the best interference color scheme for red and blue scales. Table 4.3 shows the three best blue and red color combinations that are able to provide the maximum binary entropy value, while presenting the low and high destructive color interferences showed in Figure 4.2. Since a blue or red pixel can be decoded with a high or a low luminance, depending on the printed pixel of Share 1, an intercepted Share 2 does not reveal any information about the secret image.

The VC scheme proposed in this work uses the structure shown in lines 2-5 of Table 4.3, where blue (cool colors) corresponds to the color $C_{1}$ in the proposed algorithm and red (warm colors) corresponds to $C_{2}$. Figure 4.4 shows the luminance value for $C_{1}$ and $C_{2}$. For Share 1, these two colors correspond to RGB values $C_{1}=(0,170,255)$ and $C_{2}=(255,10,0)$, while for Share 2 they correspond to $C_{1}=(0,180,255)$ and $C_{2}=(255,40,0)$. The blue line in Figure 4.4 corresponds to the measured luminance values obtained when using cool colors in Share 1, for a set of cool and

Table 4.3: Proposed VC color blocks with color interference.

| VC Structure | Share 1 Pixel Color (R,G,B) | Share 2 Pixel Color (R,G,B) | Luminance cd/m ${ }^{2}$ |
| :---: | :---: | :---: | :---: |
| 1 | Blue $(0,170,255)$ | Blue $(0,180,255)$ | 83.55 |
| 1 | Blue $(0,170,255)$ | Red $(255,40,0)$ | 27.28 |
| 1 | Red $(255,10,0)$ | Blue $(0,180,255)$ | 28.14 |
| 1 | Red $(255,10,0)$ | Red $(255,40,0)$ | 78.41 |
| 2 | Blue $(0,170,255)$ | Blue $(0,180,255)$ | 83.50 |
| 2 | Blue $(0,170,255)$ | Red $(255,30,0)$ | 26.19 |
| 2 | Red $(255,10,0)$ | Blue $(0,180,255)$ | 28.14 |
| 2 | Red $(255,10,0)$ | Red $(255,30,0)$ | 78.29 |
| 3 | Blue $(0,170,255)$ | Blue $(0,170,255)$ | 73.66 |
| 3 | Blue $(0,170,255)$ | Red $(255,0,0)$ | 25.17 |
| 3 | Red $(255,10,0)$ | Blue $(0,170,255)$ | 24.61 |
| 3 | Red $(255,10,0)$ | Red $(255,0,0)$ | 77.51 |

warm color in Share 2. On the other hand, the red line in Figure 4.4 corresponds to the measured luminance values obtained when using warm colors in Share 1, for a set of cool and warm color in Share 2.

The two green lines in Figure 4.4 indicate the combinations with the largest and equal distances of luminance difference. Notice that for the cool colors in Share 2, the best value is $(0,180,255)$, while for the warm colors in Share 2 the best values is $(255,40,0)$. For this particular combination, the luminance differences between low and high destructive color interference values are $55.41 \mathrm{~cd} / \mathrm{m}^{2}$ and $51.13 \mathrm{~cd} / \mathrm{m}^{2}$, which represent the best contrast intensity for the color printed PVC film. Figure 4.5 shows an example of the shares generated from a binary secret image with $136 \times 136$ pixels.

### 4.4 PROPOSED VISUAL CRYPTOGRAPHY RESULTS: DECRYPTED IMAGE

After the desired color interference pixels are selected, the proposed VC scheme can be implemented and tested. As mentioned earlier, all our tests were performed using the first structure of Table 4.3 (lines 2-5), for which we considered a Samsung Galaxy S7 Edge, a Samsung Galaxy Tab A, and a set of color printed PVC transparencies with different pixel sizes. Color printed PVC transparencies were printed with 35 different pixel sizes. The first transparency had $60 \times$ 60 pixels. For the remaining transparencies, pixels size increases in steps of $4 \times 4$, reaching 200 $\times 200$ pixels. Figure 4.6 shows Share 1 on $60 \times 60$ pixels and $136 \times 136$, and Share 2 on $60 \times$ 60 and $136 \times 136$ pixels.

Experimental results show that secret images are easily recognized by users. Notice that, in the decoded images, lighter areas are composed by blue or red pixels with medium to high luminosity, while darker areas are formed by blue or red pixels with low luminosity. This luminosity display shows uniformly light and dark pixels on the decoded image, effect that is not obtained in most


Figure 4.4: Measured luminance values for combinations of Shares 1 and 2, with cool and warm colors. Measurements were performed considering the first structure of Table 4.3 (lines 2-5) and using a Samsung Galaxy S7 Edge (Share 2) and a set of color printed PVC transparencies (Share 1).

VC schemes that convey light pixel using a set of both light and dark pixels.
Our results show that the spatial resolution of the shares is a factor that greatly affects the quality of the decoded image. For example, the semantic content of the simple binary images ( $60 \times 60$ pixels) in Figures 4.7 (a) and (c) are easy to recognize (soccer player and paw symbol, respectively). On the other hand, the Lena image ( $60 \times 60$ pixels) in Figure 4.7 (b) is not as easily recognizable because such a complex content requires a larger spatial resolution. On the other hand, Figure 4.7 (f) shows the Lena image with a better resolution ( $136 \times 136$ pixels). Notice that the semantic content is now easier to recognize. Results also showed that the proposed method is not as sensitive to alignment, when compared with earlier VC methods.

Another interesting characteristic of the proposed method is that the secret image can only


Figure 4.5: (a) Secret image $(S)$, (b) Share $1\left(F_{1}\right)$, and (c) Share $2\left(F_{2}\right)$.


Figure 4.6: Proposed VC scheme shares: (a) Share 1 with $60 \times 60$ pixels, (b) Share 1 with $136 \times 136$ pixels, (c) Share 2 of soccer player image with $60 \times 60$ pixels, and (d) Share 2 of Lena image with $136 \times 136$ pixels.
be decoded if the observer is in an orthogonal position with respect to the mobile screen plane. Otherwise, a tilted and unaligned image will be perceived, as shown in Figures 4.7 (d) and (h). These particular examples correspond to versions of Figures 4.7 (c) and (c), which were captured with an approximate angle of 45 degrees. Notice that the secret image cannot be decoded in these images, a feature that improves user privacy and security. Our experiments also show that the environment luminosity does not affect the decoded image. Figure 4.7 (c) was captured in a completely dark room, while the remaining pictures of Figure 4.7 were captured in a completely light room.

### 4.5 ANIMATED VISUAL CRYPTOGRAPHY DECRYPTION

To improve the reusability of Share 1 , one possibility is to use a sequence of images as Share 2 in the mobile device. More specifically, animated figures can be in a Graphics Interchange Format (GIF) file composed by $p>1$ candidate images. The idea is that only one of the $p$ images is the correct image that is able to reveal the secret image. The remaining $p-1$ candidate images are simply pseudo-random images, which can be generated using the same generation process used for Share 1. In the case of a MitM (Man in the Middle) attack, the attacker does not know which of the $p$ candidate images must be used to decode the secret image. This extension of the proposed method enhances the security and allows for Share 2 to be reused.


Figure 4.7: Proposed VC scheme decoded images: (a) Soccer player with $60 \times 60$ pixels, (b) Lena with $60 \times 60$ pixels, (c) Dog paw symbol captured in a dark environment with $60 \times 60$ pixels, (d) Tilted snapshot of (c), (e) Soccer player with $136 \times 136$ pixels, (f) Lena with $136 \times 136$ pixels, (g) Dog paw symbol with $136 \times 136$ pixels, and (h) Tilted snapshot of (g).

The GIF file is generated with predefined pauses of time, for our tests we used 1 second for each frame. Figures 4.8 (a) to (f) show the result of the encode and decode animated images of our proposed VC scheme on a Samsung Galaxy Tab A. The encoded image is a Lena figure with original resolution of $512 \times 512$ pixels, the VC spatial resolution is $200 \times 200$ pixels and $p=4$, where three shares 2 are meaningless and only one share 2 can be decoded by the human vision.

### 4.6 DATA VALIDATION SYSTEM: PROPOSED VC SCHEME AND HD2DC

A secure data validation tool can be implemented combining the proposed VC Scheme and the HD2DC. We designed a robust cryptosystem using the HD2DC as storage and retrieval tool of Share 2. The secret image, Share 1, and Share 2 are previously generated, following the procedure described in the preceding section of this Chapter. The structure of this validation tool is generated by the following steps:

1. Each pixel is defined as a bit, with ' 0 ' representing a blue pixel and ' 1 ' a red pixel.


Figure 4.8: Proposed animated VC scheme images of $200 \times 200$ pixels: (a) Share 1, (b) Share 2, (c) first wrong decoded secret image, (d) second wrong decoded secret image, (e) third wrong decoded secret image, and (f) correctly decoded secret image.
2. The 1024-bit Rivest-Shamir-Adleman (RSA) assymetric cryptography algorithm is used to encrypt Share 2. Share 2 is divided into sequences of 177 bytes and encrypted into sequences of 128 bytes. The amount of encrypted bytes is given by the following equation:

$$
\begin{equation*}
B=128 \cdot\left\lceil\frac{M^{2} \cdot 0.125}{117}\right\rceil \text {, } \tag{4.6}
\end{equation*}
$$

where $M$ is the number of pixels per side of $F_{2}(x, y)$ and $B$ is the amount of bytes that the HD2DC has to store.

Due to the maximum storage capacity $B$ of 2,906 bytes in a HD2DC, the maximum spatial resolution of $F_{1}(x, y)$ and $F_{2}(x, y)$ is $M=140 \times 140$.
3. The HD2DC code is generated by coding $B$ bytes of $F_{2}(x, y)$.

The following steps are necessary to correctly decode and display $F_{2}(x, y)$ :

1. The HD2DC image is captured and decoded. The $B$ encrypted bytes are decrypted using the Private Key of the 1024-RSA algorithm.


Figure 4.9: HD2DC and proposed VC Scheme Cryptosystem.
2. The Share 2 image is generated from the decoded bits contained on the 1024-bit RSA decryption.
3. $F_{1}(x, y)$ is superimposed on the generated $F_{2}(x, y)$ image and $S(x, y)$ is revealed.

Figure 4.9 shows the encoding and decoding steps of the proposed VC scheme using the HD2DC as a transmission medium for Share 2. An example of the encoding and decoding process of a secret image with the Whatsapp application symbol is shown in Figure 4.10. These figures show a $136 \times 136$ Share 2 encoded on a single HD2DC with version 8, 8-color and Low (10\%) error-correction level. In this case, the HD2DC is generated with $B=2,560$ bytes. The HD2DC is correctly decoded by correcting 13 wrong symbols.

The correct coding and decoding of HD2DC also shows that the HD2DC image can be captured from a display, not only from a printed HD2DC. Since 1024-RSA encryption algorithm is used, no meaningful data is retrieved if an standard HD2DC reader is used to decode the HD2DC showed in Figure 4.10 (c). The smartphone used for decoding is a Samsung Galaxy S7 Edge.

The main objetive of using a 2D-barcode to store encrypted Share 2 is to allow reuse of Share 1. As the proposed VC scheme is a One-Time Pad (Xor-based) cryptossystem, the reuse of the Ciphertext $F_{1}(x, y)$ and the key $F_{2}(x, y)$ is not recomended. Using a RSA encrypted Share 1 ( $F_{1}(x, y)$ ) increases the security level on the proposed VC scheme.


Figure 4.10: Proposed VC scheme and HD2DC Cryptosystem: (a) Share 1 with $136 \times 136$ pixels, (b) Share 2 with $136 \times 136$ pixels, (c) HD2DC carrying the 1024-RSA encrypted Share 2, and (d) Decoded secret image.

## 5 CONCLUSIONS

In this work, our goal was to propose novel alternatives for image-based data validation systems. We approached this subject by analyzing two study cases: an alternative 2D colored barcode, called High Density Two Dimensional Code (HD2DC), and a Visual Cryptography with Color Interference scheme.

Studying 2D barcodes and Visual Cryptography schemes (Chapter 2), we observed that no current 2D barcode presents a high density information capacity, which is a requirement for transmitting high amounts of information in small printed areas. Also, most Visual Cryptography schemes require a pixel expansion and at least two superimposed transparencies, which limit their usability in real applications. Therefore, in this work we propose new solutions to increase information density in 2D barcodes and make Visual Cryptography schemes more feasible.

First, we proposed the HD2DC barcode as a new alternative standard for 2D barcodes (Chapter 3). HD2DC can be generated with 5 or 8 module colors, 8 different versions, and 3 error correction levels, resulting in 48 different 2D barcode formats. In our tests we used all versions of HD2DC, considering a $0.2 \mathrm{~mm} \times 0.2 \mathrm{~mm}$ module area. HD2DC images were printed on regular office A4 paper with $120 \mathrm{~g} / \mathrm{m}^{2}$, using a Xerox Color 560 printer. We tested them with the Samsung Galaxy S5 and J5 cameras, which allowed us to evaluate the percentage of corrupted symbols versus capturing distance. All printed HD2DC, encoded with Low error correction level, taken from distances varying from 7 cm to 12 cm , were correctly decoded. This means that a very high amount of information can be stored in a HD2DC image.

The robustness of HD2DC to JPEG, JPEG2000, and H.264/AVC compression algorithms were also analyzed. We used resized HD2DC barcode images before applying the compression algorithms. HD2DC-5 images compressed with JPEG, JPEG2000, and H.264/AVC were decoded for bitrates greater than $0.4156 \mathrm{bpp}, 0.0816 \mathrm{bpp}$, and 0.3514 bpp , respectively. HD2DC-8 images compressed with JPEG, JPEG2000 and H.264/AVC were decoded for rates greater than $0.4151 \mathrm{bpp}, 0.1169 \mathrm{bpp}$, and 0.3627 bpp , respectively. The lowest possible bitrate achieved with JPEG and H.264/AVC algorithms were correctly decoded for HD2DC-5 and HD2DC-8. Among these compression algorithms, JPEG2000 obtained the smallest bitrate for HD2DC barcodes. HD2DC is capable of storing 2,906 Bytes in an area of $2 \times 2 \mathrm{~cm}$, allowing a storage capacity of 4,687 Bytes per in ${ }^{2}$. Up to our knowledge, HD2DC is currently the highest density 2D-barcode.

Second, we proposed a new Visual Cryptography scheme (Chapter 4). The proposed method does not require pixel expansion and only needs 2 shares. One share is a 0.3 mm thick color printed PVC transparency, while the other is an image displayed on a mobile device. Several combinations of warm and cool colors printed on transparencies and mobile displayed images had their luminance measured by a luminance meter. This experiment was performed to find adequate colors to be used in our scheme, considering the color interference between the two shares. The
scheme reaches the maximum entropy required value for a binary Visual Cryptography scheme. The selected colors have the following R, G and B values: Blue $(0,170,255)$ and Red $(255,10$, 0 ) for Share 1 and Blue $(0,180,255)$ and $\operatorname{Red}(255,40,0)$ for Share 2. Practical results illustrated that a cheap and practical application of Visual Cryptography can be designed with the proposed system.

An animated GIF Share 2, composed of $p>1$ images, is proposed in order to improve the reusability of Share 1. Also, a validation system composed by the two proposed technologies is presented in Chapter 4, showing that both technologies can be used together to compose a data validation cryptosystem. In this approach, the HD2DC carries a 1024-RSA encrypted data of Share 2 , creating a robust communication channel for data validation.

Future works in 2D-barcodes include the possibility of studying the maximum amount of colors per module in function of: (1) camera sensor quality, (2) printed material, and (3) printer quality. A 2D-barcode system that is able to decode higher quantity of different colors per module increases the number of stored bits per module, and its storage density. Another topic for future works is to use modern error-correction codes, such as Turbo Codes or Low-Density Parity-Check (LDPC) codes, instead of the traditional Reed-Solomon error-correction algorithm.

On VC schemes, future works include the possibility of using different materials than the PVC printed transparency. Also, evaluate the viability of develop a real-time Xor-Based Embedded Extended Visual Cryptography (EVC) schemes using digital Halftoning algorithm. Finally, research the implementation of a ternary or quaternary real-time VC scheme for non-expanded pixels and only 2 shares.

### 5.1 COMPUTER-IMPLEMENTED INVENTIONS AND PATENTS

The works presented on this Thesis are under intellectual property of the Fundação Universidade de Brasília:

- Max Eduardo Vizcarra Melgar and Mylène Christine Queiroz de Farias, HD2DC BARCODE, Computer-Implemented Invention (CII), Registration Number BR 512017 0005230, June, 2017. Certificate in Appendix.
- Max Eduardo Vizcarra Melgar and Mylène Christine Queiroz de Farias, COLOR VC SYSTEM, Computer-Implemented Invention (CII), Registration Number BR 512017 000524-9, June, 2017. Certificate in Appendix.
- Max Eduardo Vizcarra Melgar and Mylène Christine Queiroz de Farias, Código de Barras de Alta Densidade, Submitted patent request, CDT - UnB. Supporting document in Appendix.
- Max Eduardo Vizcarra Melgar and Mylène Christine Queiroz de Farias, Lâmina de Criptografia Visual, Submitted patent request, CDT - UnB. Supporting document in Appendix.
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Table 6.1: HD2DC-5 color JPEG Results: Corrupted Symbols (\%) versus Compression Bitrate (bpp).

| Version | Error Correction Level L-M-H (\%) | Corrupted Symbols (\%) | Compression Bitrate | Status |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 9.46\%-18.92\%-29.73\% | 0\% | 0.9316 bpm | Successful |
| 1 | 9.46\%-18.92\%-29.73\% | 1.35\% | 0.8284 bpm | Successful |
| 1 | 9.46\%-18.92\%-29.73\% | 2.70\% | 0.5613 bpm | Successful |
| 1 | 9.46\%-18.92\%-29.73\% | 2.70\% | 0.5141 bpm | Successful |
| 1 | 9.46\%-18.92\%-29.73\% | 18.92\% | 0.4156 bpm | Successful |
| 2 | 9.94\%-19.88\%-29.81\% | 0\% | 1.1526 bpm | Successful |
| 2 | 9.94\%-19.88\%-29.81\% | 1.24\% | 1.0345 bpm | Successful |
| 2 | 9.94\%-19.88\%-29.81\% | 4.97\% | 0.5953 bpm | Successful |
| 2 | 9.94\%-19.88\%-29.81\% | 5.59\% | 0.5386 bpm | Successful |
| 2 | 9.94\%-19.88\%-29.81\% | 13.04\% | 0.4220 bpm | Successful |
| 3 | 9.85\%-19.71\%-29.93\% | 0\% | 1.4386 bpm | Successful |
| 3 | 9.85\%-19.71\%-29.93\% | 1.09\% | 0.9763 bpm | Successful |
| 3 | 9.85\%-19.71\%-29.93\% | 4.01\% | 0.6337 bpm | Successful |
| 3 | 9.85\%-19.71\%-29.93\% | 5.11\% | 0.5701 bpm | Successful |
| 3 | 9.85\%-19.71\%-29.93\% | 16.42\% | 0.4449 bpm | Successful |
| 4 | 9.98\%-19.95\%-29.93\% | 0\% | 1.2828 bpm | Successful |
| 4 | 9.98\%-19.95\%-29.93\% | 1.46\% | 0.9901 bpm | Successful |
| 4 | 9.98\%-19.95\%-29.93\% | 4.38\% | 0.6399 bpm | Successful |
| 4 | 9.98\%-19.95\%-29.93\% | 4.87\% | 0.5725 bpm | Successful |
| 4 | 9.98\%-19.95\%-29.93\% | 17.03\% | 0.4414 bpm | Successful |
| 5 | 9.93\%-19.86\%-29.97\% | 0\% | 1.5577 bpm | Successful |
| 5 | 9.93\%-19.86\%-29.97\% | 0.87\% | 1.0413 bpm | Successful |
| 5 | 9.93\%-19.86\%-29.97\% | 3.31\% | 0.6648 bpm | Successful |
| 5 | 9.93\%-19.86\%-29.97\% | 5.05\% | 0.5951 bpm | Successful |
| 5 | 9.93\%-19.86\%-29.97\% | 12.02\% | 0.4556 bpm | Successful |
| 6 | 10.12\%-20.11\%-30.09\% | 0 \% | 1.3637 bpm | Successful |
| 6 | 10.12\%-20.11\% - $30.09 \%$ | 0.79\% | 1.0433 bpm | Successful |
| 6 | 10.12\%-20.11\%-30.09\% | 4.07\% | 0.6675 bpm | Successful |
| 6 | 10.12\%-20.11\%-30.09\% | 5.39\% | 0.5944 bpm | Successful |
| 6 | 10.12\%-20.11\%-30.09\% | 10.51\% | 0.4520 bpm | Successful |
| 7 | 10.06\% - 20.02\% - $30.08 \%$ | 0\% | 2.0311 bpm | Successful |
| 7 | 10.06\%-20.02\%-30.08\% | 0.72\% | 1.0795 bpm | Successful |
| 7 | 10.06\%-20.02\% - $30.08 \%$ | 2.87\% | 0.6849 bpm | Successful |
| 7 | 10.06\%-20.02\%-30.08\% | 3.59\% | 0.6098 bpm | Successful |
| 7 | 10.06\% - 20.02\% - $30.08 \%$ | 13.86\% | 0.4650 bpm | Successful |
| 8 | 10.07\%-20.07\%-30.06\% | 0\% | 2.1024 bpm | Successful |
| 8 | 10.07\%-20.07\% - 30.06\% | 6.38\% | 1.1124 bpm | Successful |
| 8 | 10.07\%-20.07\% - 30.06\% | 12.33\% | 0.6969 bpm | Successful |
| 8 | 10.07\%-20.07\%-30.06\% | 16.07\% | 0.6161 bpm | Successful |
| 8 | 10.07\%-20.07\%-30.06\% | 25.92\% | 0.4654 bpm | Successful |

Table 6.2: HD2DC-8 color JPEG Results: Corrupted Symbols (\%) versus Compression Bitrate (bpp).

| Version | Error Correction Level L-M-H (\%) | Corrupted Symbols (\%) | Compression Bitrate | Status |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 9.91\%-19.82\%-29.73\% | 0\% | 1.1761 bpm | Successful |
| 1 | 9.91\%-19.82\%-29.73\% | 8.11\% | 0.8365 bpm | Successful |
| 1 | 9.91\%-19.82\%-29.73\% | 13.51\% | 0.5660 bpm | Successful |
| 1 | 9.91\%-19.82\%-29.73\% | 19.82\% | 0.5154 bpm | Successful |
| 1 | 9.91\%-19.82\%-29.73\% | 27.93\% | 0.4151 bpm | Successful |
| 2 | 9.94\%-19.88\%-29.81\% | 0\% | 1.3185 bpm | Successful |
| 2 | 9.94\%-19.88\%-29.81\% | 5.79\% | 1.0332 bpm | Successful |
| 2 | 9.94\%-19.88\%-29.81\% | 9.09\% | 0.5917 bpm | Successful |
| 2 | 9.94\%-19.88\%-29.81\% | 14.05\% | 0.5311 bpm | Successful |
| 2 | 9.94\%-19.88\%-29.81\% | 27.69\% | 0.4160 bpm | Successful |
| 3 | 9.98\% - 19.95\%-29.93\% | 0\% | 1.8219 bpm | Successful |
| 3 | 9.98\%-19.95\%-29.93\% | 4.14\% | 0.9939 bpm | Successful |
| 3 | 9.98\%-19.95\%-29.93\% | 11.19\% | 0.6419 bpm | Successful |
| 3 | 9.98\%-19.95\%-29.93\% | 14.60\% | 0.5737 bpm | Successful |
| 3 | 9.98\%-19.95\%-29.93\% | 28.47\% | 0.4448 bpm | Successful |
| 4 | 9.89\%-19.94\%-29.98\% | 0\% | 1.8965 bpm | Successful |
| 4 | 9.89\%-19.94\%-29.98\% | 6\% | 1.0249 bpm | Successful |
| 4 | 9.89\%-19.94\%-29.98\% | 12.48\% | 0.6530 bpm | Successful |
| 4 | 9.89\%-19.94\%-29.98\% | 16.53\% | 0.5816 bpm | Successful |
| 4 | 9.89\%-19.94\%-29.98\% | 27.07\% | 0.4472 bpm | Successful |
| 5 | 9.99\%-19.98\%-29.97\% | 0\% | 1.9956 bpm | Successful |
| 5 | 9.99\%-19.98\%-29.97\% | 5.23\% | 1.0658 bpm | Successful |
| 5 | 9.99\%-19.98\%-29.97\% | 11.03\% | 0.6746 bpm | Successful |
| 5 | 9.99\%-19.98\%-29.97\% | 16.61\% | 0.5982 bpm | Successful |
| 5 | 9.99\%-19.98\%-29.97\% | 26.36\% | 0.4546 bpm | Successful |
| 6 | 10.07\%-20.05\%-30.04\% | 0\% | 1.9687 bpm | Successful |
| 6 | 10.07\%-20.05\%-30.04\% | 4.82\% | 1.0474 bpm | Successful |
| 6 | 10.07\%-20.05\%-30.04\% | 10.07\% | 0.6593 bpm | Successful |
| 6 | 10.07\%-20.05\%-30.04\% | 15.24\% | 0.5840 bpm | Successful |
| 6 | 10.07\%-20.05\%-30.04\% | 24.69\% | 0.4414 bpm | Successful |
| 7 | 10.06\% - 20.05\%-30.05\% | 0\% | 2.8220 bpm | Successful |
| 7 | 10.06\%-20.05\%-30.05\% | 6.09\% | 1.1009 bpm | Successful |
| 7 | 10.06\%-20.05\%-30.05\% | 12.25\% | 0.6938 bpm | Successful |
| 7 | 10.06\%-20.05\%-30.05\% | 16.43\% | 0.6154 bpm | Successful |
| 7 | 10.06\% - 20.05\%-30.05\% | 27.99\% | 0.4664 bpm | Successful |
| 8 | 10.02\%-20.03\%-30.05\% | 0\% | 2.1024 bpm | Successful |
| 8 | 10.02\%-20.03\%-30.05\% | 6.38\% | 1.1124 bpm | Successful |
| 8 | 10.02\% - 20.03\%-30.05\% | 12.33\% | 0.6969 bpm | Successful |
| 8 | 10.02\%-20.03\%-30.05\% | 16.07\% | 0.6161 bpm | Successful |
| 8 | 10.02\%-20.03\%-30.05\% | 25.92\% | 0.4654 bpm | Successful |

Table 6.3: HD2DC-5 color JPEG2K Results: Corrupted Symbols (\%) versus Compression Bitrate (bpp).

| Version | Error Correction Level L-M-H (\%) | Corrupted Symbols (\%) | Compression Bitrate | Status |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 9.46\%-18.92\%-29.73\% | 0\% | 0.5231 bpm | Successful |
| 1 | 9.46\%-18.92\%-29.73\% | 9.46\% | 0.1536 bpm | Successful |
| 1 | 9.46\%-18.92\%-29.73\% | 18.92\% | 0.0764 bpm | Successful |
| 1 | 9.46\%-18.92\%-29.73\% | 28.38\% | 0.0731 bpm | Successful |
| 1 | 9.46\%-18.92\%-29.73\% | >29.73\% | 0.0712 bpm | Unsuccessful |
| 2 | 9.94\%-19.88\%-29.81\% | 0\% | 0.7846 bpm | Successful |
| 2 | 9.94\%-19.88\%-29.81\% | 9.32\% | 0.1776 bpm | Successful |
| 2 | 9.94\%-19.88\%-29.81\% | 19.88\% | 0.0882 bpm | Successful |
| 2 | 9.94\%-19.88\%-29.81\% | 28.57\% | 0.0717 bpm | Successful |
| 2 | 9.94\%-19.88\%-29.81\% | >29.81\% | 0.0675 bpm | Unsuccessful |
| 3 | 9.85\%-19.71\%-29.93\% | 0\% | 0.9497 bpm | Successful |
| 3 | 9.85\%-19.71\%-29.93\% | 9.12\% | 0.1149 bpm | Successful |
| 3 | 9.85\%-19.71\%-29.93\% | 18.61\% | 0.0825 bpm | Successful |
| 3 | 9.85\%-19.71\%-29.93\% | 28.10\% | 0.0759 bpm | Successful |
| 3 | 9.85\%-19.71\%-29.93\% | >29.93\% | 0.0699 bpm | Unsuccessful |
| 4 | 9.98\%-19.95\%-29.93\% | 0\% | 0.7925 bpm | Successful |
| 4 | 9.98\%-19.95\%-29.93\% | 8.27\% | 0.1101 bpm | Successful |
| 4 | 9.98\%-19.95\%-29.93\% | 18.25\% | 0.0968 bpm | Successful |
| 4 | 9.98\%-19.95\%-29.93\% | 28.47\% | 0.0798 bpm | Successful |
| 4 | 9.98\%-19.95\%-29.93\% | >29.93\% | 0.0769 bpm | Unsuccessful |
| 5 | 9.93\%-19.86\%-29.97\% | 0\% | 1.1943 bpm | Successful |
| 5 | 9.93\%-19.86\%-29.97\% | 9.76\% | 0.1177 bpm | Successful |
| 5 | 9.93\%-19.86\%-29.97\% | 19.34\% | 0.1056 bpm | Successful |
| 5 | 9.93\%-19.86\%-29.97\% | 26.31\% | 0.0816 bpm | Successful |
| 5 | 9.93\%-19.86\%-29.97\% | >29.97\% | 0.0776 bpm | Unsuccessful |
| 6 | 10.12\%-20.11\%-30.09\% | 0 \% | 1.5940 bpm | Successful |
| 6 | 10.12\% - 20.11\%-30.09\% | 8.80\% | 0.1781 bpm | Successful |
| 6 | 10.12\% - 20.11\%-30.09\% | 18.00\% | 0.1019 bpm | Successful |
| 6 | 10.12\% - 20.11\% - 30.09\% | 27.20\% | 0.0609 bpm | Successful |
| 6 | 10.12\%-20.11\%-30.09\% | >30.09\% | 0.0588 bpm | Unsuccessful |
| 7 | 10.06\%-20.02\%-30.08\% | 0\% | 1.1964 bpm | Successful |
| 7 | 10.06\% - 20.02\% - 30.08\% | 9.96\% | 0.1960 bpm | Successful |
| 7 | 10.06\% - 20.02\%-30.08\% | 17.86\% | 0.1092 bpm | Successful |
| 7 | 10.06\% - 20.02\% - 30.08\% | 25.46\% | 0.0814 bpm | Successful |
| 7 | 10.06\% - 20.02\%-30.08\% | >30.08\% | 0.0772 bpm | Unsuccessful |
| 8 | 10.07\%-20.07\%-30.06\% | 0\% | 1.5954 bpm | Successful |
| 8 | 10.07\%-20.07\%-30.06\% | 9.33\% | 0.1874 bpm | Successful |
| 8 | 10.07\% - 20.07\% - 30.06\% | 19.65\% | 0.0969 bpm | Successful |
| 8 | 10.07\% - 20.07\% - 30.06\% | 27.85\% | 0.0811 bpm | Successful |
| 8 | 10.07\%-20.07\%-30.06\% | >30.06\% | 0.0770 bpm | Unsuccessful |

Table 6.4: HD2DC-8 color JPEG2K Results: Corrupted Symbols (\%) versus Compression Bitrate (bpp).

| Version | Error Correction Level L-M-H (\%) | Corrupted Symbols (\%) | Compression Bitrate | Status |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 9.91\%-19.82\%-29.73\% | 0\% | 0.5763 bpm | Successful |
| 1 | 9.91\%-19.82\%-29.73\% | 9.91\% | 0.1625 bpm | Successful |
| 1 | 9.91\%-19.82\%-29.73\% | 18.92\% | 0.0999 bpm | Successful |
| 1 | 9.91\%-19.82\%-29.73\% | 27.03\% | 0.0982 bpm | Successful |
| 1 | 9.91\%-19.82\%-29.73\% | >29.73\% | 0.0955 bpm | Unsuccessful |
| 2 | 9.91\%-19.82\%-29.73\% | 0\% | 1.581 bpm | Successful |
| 2 | 9.91\%-19.82\%-29.73\% | 8.68\% | 0.1757 bpm | Successful |
| 2 | 9.91\%-19.82\%-29.73\% | 17.36\% | 0.1438 bpm | Successful |
| 2 | 9.91\%-19.82\%-29.73\% | 29.75\% | 0.0958 bpm | Successful |
| 2 | 9.91\%-19.82\%-29.73\% | >29.73\% | 0.0876 bpm | Unsuccessful |
| 3 | 9.98\%-19.95\%-29.93\% | 0\% | 1.5887 bpm | Successful |
| 3 | 9.98\%-19.95\%-29.93\% | 9.73\% | 0.1949 bpm | Successful |
| 3 | 9.98\%-19.95\%-29.93\% | 18.73\% | 0.1286 bpm | Successful |
| 3 | 9.98\%-19.95\%-29.93\% | 29.20\% | 0.0949 bpm | Successful |
| 3 | 9.98\%-19.95\%-29.93\% | >29.93\% | 0.0876 bpm | Unsuccessful |
| 4 | 9.89\%-19.94\%-29.98\% | 0\% | 1.5920 bpm | Successful |
| 4 | 9.89\%-19.94\%-29.98\% | 9.08\% | 0.2106 bpm | Successful |
| 4 | 9.89\%-19.94\% - 29.98\% | 18.80\% | 0.1567 bpm | Successful |
| 4 | 9.89\%-19.94\%-29.98\% | 29.17\% | 0.0970 bpm | Successful |
| 4 | 9.89\%-19.94\%-29.98\% | >29.98\% | 0.0822 bpm | Unsuccessful |
| 5 | 9.99\%-19.98\%-29.97\% | 0\% | 1.5941 bpm | Successful |
| 5 | 9.99\%-19.98\%-29.97\% | 9.41\% | 0.2079 bpm | Successful |
| 5 | 9.99\%-19.98\%-29.97\% | 18.12\% | 0.1420 bpm | Successful |
| 5 | 9.99\% - 19.98\%-29.97\% | 28.57\% | 0.1169 bpm | Successful |
| 5 | 9.99\% - 19.98\%-29.97\% | >29.97\% | 0.0447 bpm | Unsuccessful |
| 6 | 10.07\%-20.05\%-30.04\% | 0\% | 0.9553 bpm | Successful |
| 6 | 10.07\%-20.05\%-30.04\% | 9.89\% | 0.1933 bpm | Successful |
| 6 | 10.07\%-20.05\%-30.04\% | 17.08\% | 0.1451 bpm | Successful |
| 6 | 10.07\%-20.05\%-30.04\% | 29.60\% | 0.0981 bpm | Successful |
| 6 | 10.07\%-20.05\%-30.04\% | >30.04\% | 0.0826 bpm | Unsuccessful |
| 7 | 10.06\%-20.05\%-30.05\% | 0\% | 1.5960 bpm | Successful |
| 7 | 10.06\% - 20.05\%-30.05\% | 8.97\% | 0.2157 bpm | Successful |
| 7 | 10.06\% - 20.05\%-30.05\% | 19.23\% | 0.1375 bpm | Successful |
| 7 | 10.06\% - 20.05\%-30.05\% | 28.47\% | 0.1048 bpm | Successful |
| 7 | 10.06\% - 20.05\%-30.05\% | >30.05\% | 0.0996 bpm | Unsuccessful |
| 8 | 10.02\%-20.03\%-30.05\% | 0\% | 2.3968 bpm | Successful |
| 8 | 10.02\%-20.03\%-30.05\% | 8.37\% | 0.2254 bpm | Successful |
| 8 | 10.02\%-20.03\%-30.05\% | 18.60\% | 0.1566 bpm | Successful |
| 8 | 10.02\% - 20.03\%-30.05\% | 29.50\% | 0.1106 bpm | Successful |
| 8 | 10.02\%-20.03\%-30.05\% | >30.05\% | 0.1061 bpm | Unsuccessful |

Table 6.5: HD2DC-5 color H.264/AVC Results: Corrupted Symbols (\%) versus Compression Bitrate (bpp).

| Version | Error Correction <br> Level L-M-H (\%) | Corrupted Symbols (\%) | Compression <br> Bitrate | Status |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $9.46 \%-18.92 \%-29.73 \%$ | $0 \%$ | 1.4330 bpm | Successful |
| 1 | $9.46 \%-18.92 \%-29.73 \%$ | $0 \%$ | 0.4142 bpm | Successful |
| 1 | $9.46 \%-18.92 \%-29.73 \%$ | $0 \%$ | 0.4044 bpm | Successful |
| 1 | $9.46 \%-18.92 \%-29.73 \%$ | $0 \%$ | 0.3821 bpm | Successful |
| 1 | $9.46 \%-18.92 \%-29.73 \%$ | $1.35 \%$ | 0.3514 bpm | Successful |
| 2 | $9.94 \%-19.88 \%-29.81 \%$ | $0 \%$ | 1.8491 bpm | Successful |
| 2 | $9.94 \%-19.88 \%-29.81 \%$ | $0 \%$ | 0.5120 bpm | Successful |
| 2 | $9.94 \%-19.88 \%-29.81 \%$ | $0 \%$ | 0.5008 bpm | Successful |
| 2 | $9.94 \%-19.88 \%-29.81 \%$ | $1.24 \%$ | 0.4668 bpm | Successful |
| 2 | $9.94 \%-19.88 \%-29.81 \%$ | $2.48 \%$ | 0.4259 bpm | Successful |
| 3 | $9.85 \%-19.71 \%-29.93 \%$ | $0 \%$ | 2.0713 bpm | Successful |
| 3 | $9.85 \%-19.71 \%-29.93 \%$ | $0 \%$ | 0.5576 bpm | Successful |
| 3 | $9.85 \%-19.71 \%-29.93 \%$ | $0 \%$ | 0.5504 bpm | Successful |
| 3 | $9.85 \%-19.71 \%-29.93 \%$ | $1.09 \%$ | 0.5113 bpm | Successful |
| 3 | $9.85 \%-19.71 \%-29.93 \%$ | $2.19 \%$ | 0.4641 bpm | Successful |
| 4 | $9.98 \%-19.95 \%-29.93 \%$ | $0 \%$ | 2.1151 bpm | Successful |
| 4 | $9.98 \%-19.95 \%-29.93 \%$ | $0 \%$ | 0.5686 bpm | Successful |
| 4 | $9.98 \%-19.95 \%-29.93 \%$ | $0 \%$ | 0.5570 bpm | Successful |
| 4 | $9.98 \%-19.95 \%-29.93 \%$ | $0.24 \%$ | 0.5153 bpm | Successful |
| 4 | $9.98 \%-19.95 \%-29.93 \%$ | $0.97 \%$ | 0.4727 bpm | Successful |
| 5 | $9.93 \%-19.86 \%-29.97 \%$ | $0 \%$ | 2.3548 bpm | Successful |
| 5 | $9.93 \%-19.86 \%-29.97 \%$ | $0 \%$ | 0.6250 bpm | Successful |
| 5 | $9.93 \%-19.86 \%-29.97 \%$ | $0.35 \%$ | 0.6182 bpm | Successful |
| 5 | $9.93 \%-19.86 \%-29.97 \%$ | $0.35 \%$ | 0.5718 bpm | Successful |
| 5 | $9.93 \%-19.86 \%-29.97 \%$ | $1.05 \%$ | 0.5194 bpm | Successful |
| 6 | $10.12 \%-20.11 \%-30.09 \%$ | $0 \%$ | 2.3423 bpm | Successful |
| 6 | $10.12 \%-20.11 \%-30.09 \%$ | $0 \%$ | 0.6142 bpm | Successful |
| 6 | $10.12 \%-20.11 \%-30.09 \%$ | $0.13 \%$ | 0.6042 bpm | Successful |
| 6 | $10.12 \%-20.11 \%-30.09 \%$ | $0.92 \%$ | 0.5590 bpm | Successful |
| 6 | $10.12 \%-20.11 \%-30.09 \%$ | $1.58 \%$ | 0.5102 bpm | Successful |
| 7 | $10.06 \%-20.02 \%-30.08 \%$ | $0 \%$ | 2.4998 bpm | Successful |
| 7 | $10.06 \%-20.02 \%-30.08 \%$ | $0 \%$ | 0.6578 bpm | Successful |
| 7 | $10.06 \%-20.02 \%-30.08 \%$ | $0 \%$ | 0.6473 bpm | Successful |
| 7 | $10.06 \%-20.02 \%-30.08 \%$ | $1.13 \%$ | 0.5981 bpm | Successful |
| 7 | $10.06 \%-20.02 \%-30.08 \%$ | $2.57 \%$ | 0.5460 bpm | Successful |
| 8 | $10.07 \%-20.07 \%-30.06 \%$ | $0 \%$ | 2.4267 bpm | Successful |
| 8 | $10.07 \%-20.07 \%-30.06 \%$ | $0 \%$ | 0.6350 bpm | Successful |
| 8 | $10.07 \%-20.07 \%-30.06 \%$ | $0 \%$ | 0.6240 bpm | Successful |
| 8 | $10.07 \%-20.07 \%-30.06 \%$ | $0 \%$ | 0.5774 bpm | Successful |
| 8 | $10.07 \%-20.07 \%-30.06 \%$ | $0.41 \%$ | 0.5272 bpm | Successful |
|  |  |  |  |  |
| 1 | 0 | 0 |  | 0 |

Table 6.6: HD2DC-8 color H.264/AVC Results: Corrupted Symbols (\%) versus Compression Bitrate (bpp).

| Version | Error Correction Level L-M-H (\%) | Corrupted Symbols (\%) | Compression Bitrate | Status |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 9.91\%-19.82\%-29.73\% | 0\% | 1.5023 bpm | Successful |
| 1 | 9.91\%-19.82\%-29.73\% | 0\% | 0.9093 bpm | Successful |
| 1 | 9.91\%-19.82\%-29.73\% | 0\% | 0.4325 bpm | Successful |
| 1 | 9.91\% - 19.82\%-29.73\% | 0\% | 0.3929 bpm | Successful |
| 1 | 9.91\%-19.82\%-29.73\% | 2.70\% | 0.3627 bpm | Successful |
| 2 | 9.94\%-19.88\%-29.81\% | 0\% | 1.8884 bpm | Successful |
| 2 | 9.94\%-19.88\%-29.81\% | 0\% | 0.5207 bpm | Successful |
| 2 | 9.94\%-19.88\%-29.81\% | 0\% | 0.5085 bpm | Successful |
| 2 | 9.94\% - 19.88\%-29.81\% | 0\% | 0.4702 bpm | Successful |
| 2 | 9.94\% - 19.88\%-29.81\% | 0.83\% | 0.4317 bpm | Successful |
| 3 | 9.98\% - 19.95\%-29.93\% | 0\% | 2.1800 bpm | Successful |
| 3 | 9.98\%-19.95\%-29.93\% | 0\% | 0.5835 bpm | Successful |
| 3 | 9.98\%-19.95\%-29.93\% | 0.24\% | 0.5727 bpm | Successful |
| 3 | 9.98\%-19.95\%-29.93\% | 0.24\% | 0.5277 bpm | Successful |
| 3 | 9.98\% - 19.95\%-29.93\% | 2.43\% | 0.4842 bpm | Successful |
| 4 | 9.89\%-19.94\%-29.98\% | 0\% | 2.3203 bpm | Successful |
| 4 | 9.89\%-19.94\%-29.98\% | 0\% | 0.6189 bpm | Successful |
| 4 | 9.89\%-19.94\%-29.98\% | 0\% | 0.6062 bpm | Successful |
| 4 | 9.89\%-19.94\%-29.98\% | 1.13\% | 0.5604 bpm | Successful |
| 4 | 9.89\%-19.94\%-29.98\% | 1.30\% | 0.5141 bpm | Successful |
| 5 | 9.99\% - 19.98\%-29.97\% | 0\% | 2.4866 bpm | Successful |
| 5 | 9.99\% - 19.98\%-29.97\% | 0\% | 0.6538 bpm | Successful |
| 5 | 9.99\% - 19.98\%-29.97\% | 0\% | 0.6394 bpm | Successful |
| 5 | 9.99\% - 19.98\%-29.97\% | 0.81\% | 0.5897 bpm | Successful |
| 5 | 9.99\% - 19.98\%-29.97\% | 2.09\% | 0.5384 bpm | Successful |
| 6 | 10.07\%-20.05\%-30.04\% | 0\% | 2.4698 bpm | Successful |
| 6 | 10.07\%-20.05\%-30.04\% | 0.26\% | 0.6428 bpm | Successful |
| 6 | 10.07\%-20.05\%-30.04\% | 0.44\% | 0.6298 bpm | Successful |
| 6 | 10.07\%-20.05\%-30.04\% | 0.61\% | 0.5800 bpm | Successful |
| 6 | 10.07\%-20.05\%-30.04\% | 1.58\% | 0.5301 bpm | Successful |
| 7 | 10.06\%-20.05\%-30.05\% | 0\% | 2.5883 bpm | Successful |
| 7 | 10.06\% - 20.05\%-30.05\% | 0.21\% | 0.6775 bpm | Successful |
| 7 | 10.06\% - 20.05\%-30.05\% | 0.41\% | 0.6626 bpm | Successful |
| 7 | 10.06\% - 20.05\%-30.05\% | 0.62\% | 0.6112 bpm | Successful |
| 7 | 10.06\% - 20.05\%-30.05\% | 1.44\% | 0.5577 bpm | Successful |
| 8 | 10.02\%-20.03\%-30.05\% | 0\% | 2.6542 bpm | Successful |
| 8 | 10.02\%-20.03\%-30.05\% | 0.17\% | 0.6935 bpm | Successful |
| 8 | 10.02\%-20.03\%-30.05\% | 0.22\% | 0.6817 bpm | Successful |
| 8 | 10.02\%-20.03\%-30.05\% | 0.50\% | 0.6272 bpm | Successful |
| 8 | 10.02\%-20.03\%-30.05\% | 1.82\% | 0.5725 bpm | Successful |

